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Abstract: Mobility as a Service (MaaS) is anticipated to revolutionize transport by integrat-
ing conventional public transport with on-demand and shared services. This innovation
promises enhanced convenience, flexibility, and sustainability in urban mobility, drawing
interest from both researchers and industry. However, those systems heavily rely on the
collection and sharing of personal data among various stakeholders, introducing security
and privacy risks. To understand the scale and scope of cyber security and privacy concerns
and risks associated with MaaS, we conducted a systematic literature review (SLR) covering
87 relevant research papers published between 2017 and April 2025. Our review represents
the most comprehensive examination focusing on cyber security and privacy issues of
MaaS systems. Our findings reveal three themes discussed within the MaaS literature:
(i) cyber security and privacy risks inherent to MaaS systems, alongside proposed solutions
to mitigate such risks; (ii) users’ concerns about these risks and how they affect MaaS
adoption; and (iii) laws and policies that govern cyber security and privacy aspects of
MaaS systems and solutions. As such, our research serves to not only inform MaaS service
providers and users but also advise policymakers and legislators on the potential risks
involved and the regulatory measures required to address them.

Keywords: MaaS; cyber security; privacy; risks; users’ concerns

1. Introduction
Extensive use and reliance on vehicles have resulted in a multitude of challenges,

encompassing climate change, congestion, and health issues, which have profound impacts
on the economy, environment, and society as a whole [1]. As these challenges intensify,
coupled with the growing prevalence of mobile technology, there has been a heightened
demand for alternative mobility solutions. Among these alternatives, MaaS has been
suggested as a feasible option, offering solutions to tackle these interconnected issues and
potentially catalyze transformative changes in transport systems [2].

MaaS aims to offer passengers a seamless and end-to-end mobility service by inte-
grating traditional services, such as public transport with on-demand and shared services
(e.g., ride share, bike share, and car share), through a single platform. This platform enables
users to plan, book, and pay for their entire journey [3–5]. Since the 2014 Intelligent Trans-
portation Society (ITS) European Congress and the successful trials of the Whim app in
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Helsinki, Finland in 2016 [2,6], the concept of MaaS has garnered increasing global attention.
Despite being a relatively recent area of study, the literature on MaaS has grown exponen-
tially in the last five years, and several review articles have already been published [2,7–9].
However, to the best of our knowledge, no previous work has been conducted to systemati-
cally look into concerns and risks related to the cyber privacy and cyber security of MaaS.
Given that the role of data processing, which includes data exchange among different
parties, is crucial in MaaS, the cyber security and privacy issues related to user data are
expected to be a principal source of concern [10]. However, in the existing literature, cyber
security issues are often relegated to a subtheme that emerges during reviews, lacking a
comprehensive analysis of the problems and potential solutions. As stated by Mulley and
Kronsel, the existing work only has some shallow discussions of concerns from different
perspectives [11]. The predominant focus in these studies remains on barriers to MaaS
adoption, with cyber security concerns being reported as one of these barriers, albeit with
limited depth in the discussions [11].

To date, we have noticed only seven SLRs covering cyber security and privacy issues as
a subtheme in the MaaS literature. In one of those SLRs, Kayikci and Kabadurmus reviewed
the literature with the aim of identifying the factors that could hinder the adoption of
MaaS [12]. They recognized the lack of regulations in data security as a barrier to MaaS
adoption. It has been noted that effective policies and laws play crucial roles in addressing
privacy concerns, and the establishment of legislation is essential for maintaining robust
governance structures. In the context of data privacy concerns, their study revealed
that it is important to ensure that customer rights and the security of customer data are
legally safeguarded. Their study also identified that the presence of non-standardized data
poses a risk, potentially leading to security gaps and undermining customer trust [12].
However, despite this recognition, the existing deficiencies in these measures have not been
adequately discussed.

In another SLR, again conducted to identify barriers faced by MaaS providers in their
evolving business ecosystem, technology and data emerged as themes in the literature [13].
These themes were found to encompass four subthemes: data security and privacy, the
lack of openness of data and standardization, the modernization of the ICT infrastructure’s
internet coverage, and real-time information availability. Additionally, the existence of
unclear or absent platform architectures was noted [13]. However, that study did not delve
into discussions on these themes, and issues related to cyber security and privacy were not
elaborated upon.

In another study, an SLR was conducted on MaaS systems, aiming to explore the
topics discussed in the MaaS literature [14]. Although that study recognized data security
as a theme, it examined only nine publications addressing these concerns. The identified
issues encompassed ensuring the protection, confidentiality, and privacy of personal data
without compromising operational efficiency; clarifying the rights of actors in a MaaS
ecosystem to own and control data; defining standards for data collection, management,
and dissemination; and addressing concerns about being tracked. Finally, the researchers
identified compliance with the EU’s General Data Protection Regulation (GDPR) as a
topic; however, further discussion on these matters was limited because of the constrained
number of publications reviewed in that study [14].

Our research identified another SLR on MaaS adoption, which reviewed the new mo-
bility technologies and services, especially in autonomous vehicles, drones, micromobility,
and MaaS [15]. That study only conveyed that privacy was identified as a concern in the
implementation of MaaS, with the potential risk of personal information leakage. The
findings were limited to those statements, and details of the privacy concerns were not
elaborated upon [15].
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A recently published SLR [16] identified ‘privacy and security aspects’ as one of the
eight main topics of MaaS. Although that paper was published in 2025, the SLR only
includes research papers published up till 2020. The authors classified privacy and security
aspects into four categories: (1) privacy, which is defined as aspects that are related to
the protection of personal data in MaaS; (2) threat, which is concerned about privacy and
security threats that have the potential to block the delivery of MaaS (e.g., denial-of-service
attacks); (3) cyber security linked to MaaS; and (4) countermeasures, which are mitigation
solutions for security and privacy threats [16]. This categorization largely aligns with the
themes identified in our study; however, it does not have in-depth analysis and technical
details for each category, which have been addressed in our work.

In addition, Anthony and Sarshar conducted an SLR that looked into data sovereignty
for mobility services in smart cities [17]. Although their study did not mention or focus
specifically on MaaS, its wide coverage of multiple means of intelligent transport in the
smart city makes it relevant to MaaS. The authors highlighted the importance of data
privacy in multiple occasions; however, they were from the perspectives of data governance
and regulation/legislation.

Finally, there are a few literature review studies that focus primarily on data privacy or
cyber security in MaaS systems. For instance, in a recent (less systematic) survey paper [18],
data privacy was the main focus, and the privacy-related keywords were included while
searching for papers, such as “data privacy”, “privacy challenges”, “privacy-preserving
techniques”, and “legal and regulatory in MaaS”. However, despite its comprehensive
coverage, that work remains unpublished, lacking crucial statistics that an SLR study is
expected to provide, including the number of included papers, the search date, and an exact
list of databases where the search was conducted. On the other hand, the same researchers
recently published an SLR that also identified data privacy issues as the primary focus of
their study [19]. They used the terms “privacy” and “data privacy” in their search queries,
limiting their results to articles that explicitly discuss privacy-related topics. Additionally,
studies addressing broader cyber security concerns without a clear emphasis on data
privacy were excluded from their analysis. In contrast, we intentionally did not restrict
our search to these specific terms, allowing us to capture studies where privacy was not
the central focus or explicitly mentioned in the title or abstract but was still discussed
in relation to security. This approach aligns with our study’s broader scope, which also
considers cyber security risks as a key concern.

Our study corroborates their findings on identified data privacy issues and the tech-
niques proposed to address them. However, by reviewing 87 papers—compared to the
32 analyzed by Garoussi et al. [19]—we provide a more comprehensive perspective. Al-
though their study focuses on techniques to mitigate privacy risks, we go further by first
identifying these risks—such as profiling and third-party access—before discussing po-
tential solutions. This distinction offers a deeper understanding of both the challenges
and mitigation strategies related to data privacy and cyber security in MaaS. A similar,
more technical review was conducted by Ekpo et al., where “security” or “privacy” was
included in the search queries, resulting in the selection of 22 papers [20]. Our study
complements this work by offering a broader perspective, covering high-level concepts and
non-technical security threats. In summary, although prior literature reviews have acknowl-
edged cyber security and privacy as important issues in MaaS, they often do so briefly,
selectively, or without sufficient technical or conceptual depth. Our study provides a more
expansive and detailed account of these issues by adopting a broader scope, reviewing a
larger number of publications, and integrating both high-level governance challenges and
technical threat models. Additionally, we differentiate between the privacy and security
risks recognized by MaaS researchers and those perceived by MaaS users. By comparing
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these perspectives, we highlight critical gaps in user awareness and point to important
directions for future research, particularly around user privacy literacy and the acceptance
of security-enhancing technologies.

Below, we summarize the key differences that distinguish our work from existing SLRs:

• Unlike previous SLRs that relied on keywords such as “privacy” or “data privacy”
in their search strategies, we deliberately excluded these terms and instead applied
carefully designed inclusion and exclusion criteria to identify relevant papers. This
approach allowed us to capture a broader and more diverse set of studies, including
those where security and privacy concerns were discussed but not the central focus;

• A Higher Volume of Reviewed Literature: We reviewed 87 publications, substan-
tially more than most previous SLRs, providing a more comprehensive and nuanced
understanding of the field;

• Differentiation Between Researcher and User Perspectives: Our review is the first
to explicitly compare risks highlighted by MaaS researchers with those identified
by end users, exposing a gap between the technical focus and users’ concerns. This
comparison lays the foundation for future research on privacy awareness, trust, and
technology acceptance among MaaS users;

• Consideration of Driver Privacy: In contrast to most prior studies that focus exclusively
on passengers, we also acknowledge and analyze privacy risks for drivers, recognizing
their vulnerabilities within the MaaS ecosystem;

• Coverage of Non-Technical Issues: In addition to technical threats, our review includes
non-technical concerns, such as regulatory gaps, standardization challenges, and
governance issues, which are often overlooked in technical SLRs.

Our comprehensive approach allows our study to contribute to a more holistic un-
derstanding of the cyber security and privacy landscape in MaaS while also identifying
practical and conceptual blind spots that deserve attention in future research.

In summary, the main aim of conducting this SLR is to explore and learn the landscape
of MaaS, particularly focusing on interdisciplinary aspects that are related to privacy and
cyber security concerns and risks. In the rest of the paper, when no confusion can arise, we
will use the shorter term “security” to denote “cyber security”. Note that for MaaS, cyber
security is mostly cyber–physical, so it is not purely cyber.

To better put different aspects into perspective in past research, we decided to define
the following research questions (RQs), as presented in Table 1.

Table 1. Research questions (RQs) defined for the SLR.

RQ1 What cyber security and privacy risks associated with the use of MaaS systems
have been reported in past research?

RQ2 What cyber security and privacy concerns of users regarding the use of MaaS
systems have been reported in past research?

RQ3
What is the current state of research on technical considerations and solutions, as
identified in prior investigations, for improving the cyber security and privacy
of MaaS ecosystems?

RQ4
How have researchers addressed legal issues regarding the privacy of personal
data processed by MaaS systems, e.g., which regulations and what kind of
policies have been considered on regulating MaaS systems?

This SLR unveiled 87 peer-reviewed articles that specifically discussed cyber security
and privacy risks related to MaaS according to the exclusion and inclusion criteria explained
in Section 2. Compared with existing reviews on this topic, our SLR makes many new
contributions because of our larger coverage of related research papers and a more in-depth
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analysis of the included papers. First, we prioritize security and privacy issues as our main
focus, providing a comprehensive overview of all the discussions in this area. Second, we
consider both the security risks identified by MaaS researchers and the concerns of users,
offering two different perspectives and categorizing discussions in the research literature
accordingly—a dimension often overlooked in other literature reviews. This approach
allows us to recognize the gap between the two perspectives, highlighting the lack of
awareness of MaaS users in this regard. Finally, we approach this review from a legal
perspective, providing an in-depth and precise representation of the literature in this area.
This approach is beneficial for policymakers, service providers, and end users, offering
insights into their legal rights and obligations.

The rest of the paper is organized as follows: Section 2 explains the methodology used
in this study, followed by presenting the main results in Section 3. Section 4 concludes this
paper with further discussion and a set of recommended research directions.

2. Materials and Methods
This SLR was conducted to examine peer-reviewed research work in the literature

from 2017 to April 2025. There are two reasons to review articles published within this
period: (1) It is a common practice for SLRs to focus on more recent research [21]; (2) the
interest for MaaS has considerably increased from 2017 since the successful trial of the
Whim app in Helsinki, Finland in 2016 [6], resulting in more publications on MaaS. While
conducting this SLR, we followed the recommendations and guidelines of the Preferred
Reporting Items for Systematic Review and Meta-Analysis (PRISMA) [22]. As illustrated in
Figure 1, the PRISMA procedure for identifying eligible papers for an SLR process consists
of the following three main stages:

1. Identification of relevant records and removal of duplicate records and non-
English records;

2. Screening the identified records based on the inclusion and exclusion criteria and
conducting further eligibility assessment;

3. Final selection of eligible records to be included in the final study.

The rest of this section presents more details on the SLR methodology in terms of the
selection of scientific databases, keywords, exclusion criteria, inclusion criteria, and the
methodology for the analysis.
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Full-text articles assessed for eligibility 
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Full-text articles excluded, with reasons (n = 269)
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Additional records identified via 
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Figure 1. Illustration of the PRISMA procedure used for this SLR.
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2.1. Databases

The search was conducted on 17 April 2025 using two large scientific databases: Scopus
and Google Scholar. Scopus was selected because it is considered as a scientific database
with a comprehensive coverage of interdisciplinary research [23]. In addition, it is worth
noting that research papers published by all the main publishers, such as IEEE, ACM,
Elsevier, Springer, and John Wiley & Sons, Inc. are well-covered and substantially indexed
by Scopus. We also decided to use Google Scholar as an additional database to support
this study. Although researchers have suggested that Google Scholar should not be used
alone for SLR searches, it has been considered by researchers as a powerful addition to
traditional search approaches [24]. In a more recent study on utilizing Google Scholar
in SLRs, Yasin et al. [25] discovered that Google Scholar was able to retrieve 96% of the
primary studies of selected software-engineering-related SLRs, and most of the primary
studies that were not identified using Google Scholar were gray literature.

2.2. Keywords

The following search query was used for Scopus:

"mobility as a service" OR "MaaS" OR "mobility service" OR "mobility-as-a-service"
OR "mobility integration" OR "transport as a service" OR "transportation as a

service"

We chose not to include specific keywords related to cyber security or privacy in
our search string. This decision was intentional, as preliminary searches showed that
including such terms did not significantly improve the relevance of the results and, in
some cases, narrowed the scope unnecessarily. By omitting these keywords, we were able
to cast a wider net and capture a broader range of studies, which we then filtered using
carefully defined inclusion and exclusion criteria to ensure relevance to cyber security and
privacy. This approach enhanced the scope of our review while maintaining control over
the relevance of the final selection.

Additionally, we limited our search to titles only rather than searching across meta-
data fields, such as abstracts and keywords. Searching the full metadata returned over
11,600 documents, which was unmanageable given the resources and scope of the study.
Titles typically reflect the core focus of a study, so restricting the search to titles helped to
ensure that the results were directly aligned with our research questions while keeping the
screening process feasible.

We acknowledge that this strategy may have resulted in missing some relevant studies
that refer to key concepts only in abstracts or keywords. However, we consider that
this tradeoff is acceptable, as it allowed us to maintain a practical and rigorous review
process without compromising the quality of the synthesis. Overall, the combination of
a broad search strategy and targeted screening enabled us to balance comprehensiveness
with manageability.

For Google Scholar, we used the following search query:

"mobility as a service" OR "mobility service" OR "mobility-as-a-service" OR
"mobility integration" OR "transport as a service" OR "transportation as a service"

We removed “MaaS” because adding this keyword drastically increased the number
of returned documents to the level of above 80 k, which would lead to a screening process
that is prohibitively time-consuming.



Information 2025, 16, 514 7 of 36

2.3. Inclusion and Exclusion Criteria

To make the search results more relevant, a study was excluded if it met the exclusion
criteria, as depicted in Table 2. Then, the further selection of relevant studies was performed
to include studies that met at least one of the inclusion criteria, as depicted in Table 2.

Table 2. Inclusion and exclusion criteria.

Exclusion Criteria

→ Published before 2017.
→ Were not properly or sufficiently peer reviewed, including pre-prints, book chapters, white papers,
technical reports, and other forms of gray literature.
→ Published in languages other than English.
→ Discussing ride sharing (private, like Uber or Lyft, or public, like bus sharing) when ride sharing is not
intended as an integrated part of a MaaS System.
→ Focusing on automated vehicles when automated vehicles are not integrated with a MaaS System.
→ Discussing one or more transport systems that involve only one mode of transport.

Inclusion Criteria

→ Have at least brief discussions on the roles played by cyber security and/or privacy risks in the
development of MaaS.
→ Have cyber security and/or privacy discussions on MaaS (which is considered as a system with shared
mobility/ticketing and multimodal travel options). A multimodal travel option involves at least one transfer
between more than or equal to two transport modes per single trip.
→ Have considerable discussions on the policy governance of privacy and data sharing/protection
and security.

2.4. Final Paper Selection

As shown in Figure 1, 318 articles were retained after the identification and screening
stages of the PRISMA procedure. The screening process was conducted by reading titles
and abstracts to exclude irrelevant papers. Then, we reviewed the full texts of the remaining
articles to make the final paper selection.

2.5. Encoding Data Items

Upon gathering the relevant papers, the first author used a thematic approach for
qualitative analysis to develop an encoding scheme. NVivo (https://www.qsrinternational.
com/nvivo-qualitative-data-analysis-software/, accessed on 20 April 2025), a popular
software tool for qualitative analysis, facilitated the encoding process. The first author
identified discussions related to the research questions from the SLR, defining and refining
codes incrementally. These codes were regularly reviewed and adjusted as needed. The
encoding scheme underwent validation by the second, third, and fourth authors. They
also validated the coding of a random subset (25%) of the papers. Their feedback was
incorporated by the first author to finalize the encoding scheme and make necessary
adjustments. The last author contributed to general discussions about the encoding scheme,
performed the final read and edits, and approved the final version of the encoding scheme
and encoding results.

3. Results
The publication dates for the 87 articles included in this review clearly show that

interest in MaaS among researchers has rapidly grown since 2017, as illustrated in Figure 2.

3.1. Description of Main Themes and Subthemes

As shown in Table 3, we conducted a thematic analysis of all eighty-seven selected
papers and classified them into three main topical themes. Papers that explicitly identified
and/or reviewed specific cyber security and/or privacy risks of MaaS systems from both
technical and non-technical (including human behavioral and social) perspectives were
categorized under Theme 1. To delve deeper into this theme, we further categorized the
papers within theme 1 into the following three subthemes: (1) privacy risks, which refer

https://www.qsrinternational.com/nvivo-qualitative-data-analysis-software/
https://www.qsrinternational.com/nvivo-qualitative-data-analysis-software/
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to specific risks, such as profiling and data sharing, mentioned in the existing literature;
(2) cyber security risks, which encompass cyber security risks and threats from both technical
and non-technical perspectives; and (3) existing solutions, which involve existing and
potential solutions identified and discussed in the literature to mitigate cyber security
and/or privacy risks.

2016 2017 2018 2019 2020 2021 2022 2023 2024 2025

0

5

10

15

20
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10
12

17
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7 7

12
10

Figure 2. Number of publications per year.

Papers that explicitly looked at the cyber security and/or privacy concerns of
users and their impacts on willingness to adopt MaaS systems were categorized under
Theme 2. Finally, papers that were related to policy and regulations were grouped under
Theme 3. Although papers considering the GDPR as a governing regulation for MaaS sys-
tems dominate the literature, we identified some other laws and reported them as another
subtheme. We have also covered studies regarding the implications of privacy laws and
regulations on MaaS systems under Theme 3. Another subtheme, ‘organizational policies’,
was also identified, encompassing studies about the organizational standpoint regarding
the existence/absence and implementation of related policies to ensure cyber security and
privacy from users’ perspectives.

Table 3. Three identified topical themes and papers in each theme.

Theme Papers

Theme 1: Cyber security and/or
privacy risks of MaaS systems and
proposed solutions

n = 44: [2,18,26–67]

Theme 2: Impacts of cyber security
and/or privacy concerns/risks on
the adoption of MaaS systems

n = 27: [7,28,47,57,68–86]

Theme 3: Policies and regulations n = 25: [5,10,18,26,28,33,37,54,57,62,71,79,87–98]

3.2. Cyber Security and/or Privacy Risks of MaaS Systems

Risks and concerns regarding cyber security and/or privacy that MaaS may encounter
are two of the main themes that emerged in our study. Sections 3.2.1 and 3.2.2 present rele-
vant work on identified cyber security and/or privacy risks recognized and considered for
MaaS systems, aiming to answer RQ1 and RQ2, respectively. To answer RQ3, Section 3.2.3
delves into related work on existing and cyber solutions to address cyber security and/or
privacy risks.
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3.2.1. Privacy Risks

Privacy risks related to MaaS have been addressed and discussed from various per-
spectives in the papers covered by this SLR. We categorize the papers into two categories,
corresponding to two subthemes, as outlined in Table 4. The first subtheme, profiling and
inference, includes articles that discuss how personal data, such as GPS tracking, usage
logs, and payment information, collected by MaaS systems can be used to profile and infer
human behaviors and mobility patterns. The second subtheme, third-party access and data
sharing, includes articles that discuss privacy risks related to third-party access of personal
data collected by MaaS providers and the sharing of personal data among multiple parties.
The rest of this section provides more detailed insights into these themes.

Table 4. Identified different categories of privacy risks.

Subtheme Description Papers

Subtheme 1: Profiling
and inference

Users’ behavior and mobility patterns can
be profiled and inferred based on the
personal data collected by MaaS applica-
tions/systems

[18,26–32,62,63]

Subtheme 2:
Third-party access and

data sharing

Third-party access to personal data col-
lected by MaaS, data sharing between
stakeholders/mobility providers, data
sharing to open platforms, and data shar-
ing to government bodies

[2,26,33–38,64,65]

Subtheme 1: Profiling and inference

MaaS empowers users to access comprehensive trip services, including planning,
booking, ticketing, payment, and real-time information, all consolidated within a unified
digital platform, eliminating the need for separate ticketing and payment operations. To
accomplish those tasks, MaaS systems collect and process a substantial amount of personal
information. For instance, efficient MaaS provision requires the combined time- and
location-specific travel behavior data of an individual. On the other hand, users must link
their financial information when scheduling payments through MaaS services, adding
an additional layer of data to their profiles. These instances collectively contribute to the
creation of a detailed individual profile, which may raise issues related to user data and
privacy concerns.

To better represent the scope of the personal information processed by MaaS systems,
Cottrill analyzed the personal data collected using a MaaS app, namely, the Whim app,
which was launched in Birmingham, in the West Midlands area of England in April of
2018 [26]. The review of the privacy policy of the Whim application revealed two main
categories or types of personal data collected. The first category includes data collected
directly from consumers, such as basic personal details (telephone numbers as account IDs),
additional personal details (name, e-mail address, street address, device information, home
country, language, credit card, and other payment details), and verification data (personal
identity number, photo, or driver’s license details for car bookings). The second category
includes data collected through app usage, such as transaction information (records of
purchases, downloads, user-provided content, requests, agreements, services, and delivery
details), positioning and location data, travel data (trip start and end points and times,
travel method, cost, and favorite locations), and non-personal data (IP address, access time,
browsing habits, and other metadata).

Although this list is not comprehensive and is derived from a single app, it highlights
the extensive scale of the data collection and the intricate privacy risks and concerns as-
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sociated with MaaS apps. In a recent study, the assets—referring to personal information
collected by MaaS systems—were categorized into five broad types to support the risk
assessment: (1) User Information (personal and device data), (2) Geographic Data (geoloca-
tion), (3) Financial Data (payment and purchase records), (4) Social Network Data (social
media single sign-ins), and (5) Verification Data (identity documents, such as driver’s
licenses, and legal age information for cross-border compliance) [62]. Those studies explic-
itly showed the personally identifiable information (PII) processed by MaaS systems. As
highlighted by Garoussi et al., the processing of PII in MaaS systems is vulnerable and can
lead to identity theft, financial fraud, and other forms of cyber crime in the event of a data
breach [18]. In their survey study, Garoussi et al. also considered travel history and user
preference data, such as preferred modes of transport or payment methods, as PII, which
could be recorded to facilitate ease of use and personalized recommendations provided to
users. Finally, biometric data, such as facial recognition or fingerprint information, used for
identity verification and access control, were also recognized in that study as PII processed
by MaaS systems. It was noted that these data could be sensitive, as they could be used for
surveillance or other forms of privacy intrusion [18].

Risks associated with personal data collection, as recognized in the literature, extend
beyond the processing of PII. One notable concern related to the personal data collected
by MaaS applications and systems is the risk of profiling and inferring. A study on the
utilization of MaaS for urban mobility digitization, by Barreto et al. noted that as a
user registers for a MaaS service, the MaaS authorization (i.e., smart city) can analyze
the personal data collected and learn about the user’s behavior and mobility patterns,
including the user’s needs, interests, and possible route choices [27]. Similarly, a study
conducted by Constantini et al. suggested that it is possible to infer information related to
certain illnesses by exploring the patterns extracted from MaaS users’ movement data [28].
They also addressed that the exploration of location data can potentially reveal more
information and, hence, create vulnerabilities, especially when the user’s destination is a
cult temple or the office of a syndicate, a political party, a civil organization, or a children’s
school, as this would introduce legal concerns because of the sensitivity of the destination.
Moreover, Cooper et al. highlighted another important risk related to location data [29].
They argued that location data contextualized with the time-of-use information can be
valuable, especially to companies in the retail and leisure sector, where the monetization of
such sensitive data can introduce wider privacy and ethical considerations, and this should
not be overlooked.

With similar concerns, in their survey study, Garroussi et al. emphasized the impor-
tance of implementing appropriate safeguards and users’ consent mechanisms to ensure
the responsible use of location data in MaaS services [18]. Their review uncovered findings
similar to ours, highlighting that location data have the potential to disclose sensitive infor-
mation about users, including their movements, habits, and routines, thereby increasing
the risk of stalking, harassment, or other malicious activities. Additionally, their review
indicated that location data could expose health-related information, such as medical condi-
tions, medication regimes, and mobility limitations, which could be exploited for purposes
like discrimination, targeted advertising, or other harmful activities [18]. To address those
privacy concerns, they identified the following techniques in the literature: anonymization,
cryptography, differential privacy, distributed learning methods, and blockchains.

Profiling and inference have been examined extensively in a recent literature re-
view concerning AI-driven MaaS systems [63]. The review addressed AI-enabled privacy
threats—including profiling, inference attacks, and third-party data misuse—as well as
adversarial AI attacks, such as evasion, model extraction, and system manipulation, high-
lighting their detrimental impacts on the integrity and trustworthiness of MaaS ecosystems.
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Their review emphasizes that membership inference attacks (MIAs) and model extraction
attacks (MEAs) pose significant security threats to AI-driven MaaS systems, particularly
within federated learning (FL) architectures. MIAs can reveal whether specific user data
or travel patterns were used in training, while MEAs may replicate proprietary models,
undermining competitive advantages. Despite FL’s privacy-enhancing design—keeping
data on client devices and aggregating local models—its server–client communication
structure introduces vulnerabilities such as man-in-the-middle (MitM) attacks. Studies
reviewed in their work have demonstrated high inference accuracy for MIAs by both
malicious clients and servers, while MEAs exploit model query interfaces to reconstruct
models at low cost. It was argued that these attacks not only breach privacy and intellec-
tual property but also serve as entry points for further adversarial actions, like evasion
attacks. Therefore, understanding how adversarial vulnerabilities can propagate within
the MaaS business ecosystem and identifying which actions by specific stakeholders can
contribute to more secure outcomes across the system were reported as critical areas for
future research [63]. It was also noted that adversarial attacks are anticipated to evolve
toward multimodal tasks, where models process diverse input types, such as texts, images,
audio, and videos. Addressing the challenges posed by these attacks—including evasion,
extraction, inference, and gamification—will remain crucial to ensuring the reliability and
robustness of AI-enabled systems. Their study further emphasizes that these risks are
exacerbated by the convergence of emerging attack methods (e.g., inverse learning) with
conventional cyber threats (e.g., man-in-the-middle attacks), posing significant obstacles to
broader stakeholder engagement and threatening the sustainability of innovative business
models within the MaaS domain [63].

Although the privacy risks of profiling and inferring MaaS customers’ personal data
have been discussed extensively, only a few studies have investigated privacy risks caused
by profiling and inferring MaaS service providers’ data. Belletti and Bayen indicated that
drivers’ schedule information is sensitive and should be processed properly to avoid any
privacy violations [31]. Hence, they proposed a framework based on a constrained integer
quadratic program, which does not need the personal availability constraints of drivers to
be shared in their system.

In addition, it was highlighted in the literature that sensitive information about drivers
and customers can also be extracted from drivers’ GPS positioning [32]. More recent
work conducted by Kong et al. argued that the performance records of drivers can lead to
violations of identity and location privacy [30]. They proposed a blockchain-based solution,
aiming to preserve the privacy of the driver’s performance record that will be shared across
MaaS operators.

Subtheme 2: Third-party access and data sharing

As previously explained, data exchange plays a pivotal role in MaaS systems where
various stakeholders require access to diverse data types for seamless operation. Conse-
quently, privacy risks and concerns related to third-party access to personal data collected
by MaaS systems and the sharing of such data among multiple parties have been frequently
studied in the literature.

For instance, in their study on analyzing the privacy policy of a MaaS app, Cottrill
highlighted the complexity of privacy considerations in MaaS applications, particularly
concerning the third-party processors (e.g., payment processors and hosting providers) [26].
In their review, Oberoi highlighted that the policies typically cover only the responsibilities
of MaaS providers, neglecting third-party server operators who are ultimately responsible
for data security—thereby limiting the effectiveness and scope of current privacy protec-
tions [64]. Pitera and Marinelli highlighted the importance of understanding which types
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of personal data were necessary for which operations and which were not actually needed
but still requested by the stakeholders [33]. He and Chow stated that there should be a
certain level of privacy control when sharing data on open-data platforms to help public
agencies better measure and evaluate the market [34]. Hence, their recommendation was
to have a consensus on the type of the data and the format of the data that can be shared to
best facilitate mobility platform operations. In a systematic literature review of barriers and
risks that prevent MaaS adoption, Butler et al. outlined several privacy concerns, including
access to personal data by nefarious sources and breach of intellectual property, potentially
resulting in businesses losing competitive advantages [2].

Despite all these concerns and risks, Araghi et al. explored the possibility of utilizing
MaaS data for innovative business ideas in transport, which would have a reinforcing effect
on MaaS in return [37]. However, this was stated by the researchers under the assumption
that all the privacy issues were taken into consideration. On the other hand, it is worth
noting that the Finnish government forced all transport service providers to open their
data, which was reported as one of the keys to the success of MaaS projects in Finland [38].
The sharing of travel data, including real-time data by the main mobility operators, was
identified as a cornerstone for the implementation of MaaS systems in urban areas [38]. Im-
portantly, the Finnish government specifically emphasized the need for sharing regulations
and management policies during the implementation of the MaaS projects.

Our review also identified a less-explored but significant theme in the literature: data
ownership. Merkert et al. emphasized the importance of understanding operator and
transport agency preferences for data ownership and their implications for integration. On
the other hand [35], Mukhtar-Landgren and Smith viewed MaaS operators as controllers of
the information processed in connection with their service, essentially designating them as
the owners of the data [36]. As with data ownership, the issue of algorithm ownership has
received limited attention in the existing literature. Peralta et al. conducted a comprehensive
study that combined a literature review with insights from a UK-based expert workshop
to assess cyber security risks in MaaS development [65]. Their study introduced a MaaS
development matrix to evaluate how well various cyber security dimensions are addressed,
validated identified risks through expert input, and outlined a future research agenda.
The key themes that emerged from the workshop included (i) the growing cyber security
risks associated with increased data sharing, (ii) unresolved challenges around the cost
and ownership of algorithms, and (iii) the need for well-defined data-sharing and privacy
principles. Their study highlights that although data sharing is essential for value creation
in MaaS, it simultaneously exposes the ecosystem to new and evolving vulnerabilities [65].

3.2.2. Security Risks

This section presents the security risks associated with MaaS that have been identified
in the existing literature. According to the results of our SLR, we can summarize them
into two subthemes, as outlined in Table 5. The subtheme technical security risks pertains
to existing and potential cyber attacks on MaaS systems, while the subtheme non-technical
security risks summarizes the risks caused by, or linked to, the actions of MaaS stakeholders.
The remaining part of this section provides more details.

Subtheme 1: Technical security threats/risks

A literature review conducted by Utriainen and Pöllänen suggested denial-of-service
(DoS) attacks as one particular type of cyber attack that should be considered in any MaaS
system [39]. Thai et al. [40] and Vaidya and Mouftah [41] also reached a similar conclusion
in their studies, where the former studied DoS attacks in the general context of MaaS,
and the latter considered DoS attacks as a potential attack type for shared electric and
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automated mobility. Furthermore, Thai explained that the popularity of MaaS systems
could make them increasingly vulnerable to DoS attacks, in which attackers attempt to
disrupt the system to make it unavailable to customers [40]. To mitigate this, researchers
have proposed a theoretical framework that formulates a stochastic control problem to
maximize the passenger loss in the network in a steady state while also having the capability
to analyze the financial impacts of DoS attacks on MaaS systems. Apart from DoS attacks,
several other attack types, including eavesdropping, spoofing attacks, jamming attacks,
hijacking attacks, man-in-the-middle (MitM) attacks, replay attacks, relay attacks, remote
exploitable attacks, and ransomware attacks, were also identified by Vaidya and Mouftah
as threats to MaaS systems [41].

Table 5. Identified different categories of security concerns/risks.

Theme Description Papers

Subtheme 1:
Technical

security risks

Technical security risks or potential
cyber attacks (e.g., denial-of-service
(DoS) attacks, eavesdropping, ran-
somware attacks, and fault injection)
to MaaS systems

[39–41,43,66]

Subtheme 2:
Non-technical
security risks

Security risks are related to the be-
haviors of end users and stakeholders
of MaaS

[27,32,33,38,41,46,47,62]

Another study conducted by Chu and Guo highlighted that smart MaaS coordinators,
which personalize transport services based on user profiles, are vulnerable to passenger-
spoofing attacks—a novel reinforcement-learning-based threat where attackers impersonate
priority passengers using falsified data [66]. Their study shows that such attacks can
significantly reduce MaaS platform profitability (by up to 70%) and passenger satisfaction
(by 50%), especially when coordinated through multi-agent reinforcement learning [66].

On the other hand, Callegati et al. considered insider attacks as one of the most
prominent threats that can have an impact on all tiers [43]. They illustrated that various
types of attacks can be associated with insider threats, such as fake data injection, MitM
attacks, insider impersonation, data manipulation, and DoS attacks to different tiers of the
MaaS stack.

Subtheme 2: Non-technical security threats/risks

In addition to the threats and risks given above, there are also some non-technical
threats covered in the literature. Adopting a SWOT (strength–weakness–opportunity
threat) analysis for a MaaS used in Lisbon, a number of social issues were identified by
Cruz and Sarmento as potential security threats, which include: (1) the reluctance of
players to have control over their own apps, (2) conflicting objectives between privately
and publicly owned companies, and (3) unclear regulatory framework and data privacy
issues [46]. Similarly, unawareness and unintervenability that occur when data subjects
are not properly involved, informed, and empowered in the processing of their personal
data were reported as privacy threat for MaaS systems [62]. The same study also reported
five additional privacy threats—namely, non-transparent policies and terms, insufficient
data breach responses, lack of user access/modification rights, over-reliance on consent,
and unnecessary data collection beyond users’ consent [62].

In addition, overpayment and wrong charges were some of the concerns articulated by
the MaaS users in another study [47]. On the other hand, Vaidya and Mouftah recognized
that the agents, including dishonest individuals, hackers, criminal groups, and dishonest
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organizations, can pose potential security threats to MaaS systems [41]. Their findings
revealed that dishonest individuals are primarily motivated by financial gain, theft, and/or
unauthorized access, which can lead to potential harms, such as identity theft, vehicle theft,
and financial loss, for both individuals and organizations. On the other hand, criminal
groups were identified as being motivated by a desire to cause service or business disrup-
tions, which can also significantly harm individuals and organizations. Finally, consumer
profiling, sabotaging competitors, and/or industrial espionage were considered as the
main motives for dishonest organizations to sabotage MaaS systems [41].

Moreover, the illegal and unethical uses of personal data by MaaS operators were other
concerns considered by some studies [32,38]. Callegati et al. argued that MaaS operators
could undertake many malicious activities, such as passing relevant information to their
competitors and the extraction of sensitive information from aggregating anonymized data,
which can be considered as potential security threats for MaaS [32]. In addition, it was
suggested that the action of disabling the GPS device on drivers’ vehicles can be considered
as an insider threat that compromises the reliability of the GPS positioning system and that
of the other services depending on it.

Furthermore, a set of challenges to ensure the security of MaaS systems has been
identified. The availability and consistency of data were reported as two of the main
challenges for MaaS systems [33]. It was highlighted that the integration of booking
systems from multiple MaaS providers would require data sharing and strong cooperation
and agreement among partners. However, achieving compatibility across Europe with
different public transport providers/approaches was highlighted as a major challenge for
MaaS systems [33]. Ensuring both the integrity and the availability of the applications
and systems, regarding the integration of mobility technology platforms, was also seen
as an important challenge in another study [27]. From a policy perspective, the study
also identified the challenge of managing personal data in a way that ensures protection,
confidentiality, and privacy, while maintaining the system’s operational efficiency [27].

3.2.3. Existing Cyber Security Solutions for MaaS Systems

Although the majority of the reviewed studies have primarily aimed to identify cyber
security and/or privacy risks associated with MaaS systems, some have also outlined
the potential solutions or guidance to mitigate these risks. For instance, ensuring secure
payment options, providing reliable and real-time information, and assuring data privacy
were some of the guidelines considered as crucial in the literature [57]. Adopting a similar
approach, Vaidya et al. [41] formulated a set of guidelines to mitigate potential vulner-
abilities, e.g., access to the centralized back-end system, distributed authentication and
authorization, secure association of the communication between the participating entities,
and employing credential service authority (CSA) that issues enrollment and security
credentials in car-sharing systems in smart cities. These guidelines cover cryptographic
algorithms and protocols, communication security for end-to-end protection, and access
control authorization methods.

Although the guidelines proposed by Polydoropoulou [57] and those by Vaidya and
Mouftah [41] may seem to be different, they share some similarities, where both studies
address issues related to data privacy, access control/authentication, and communication
security, albeit to varying degrees.

In addition to those generic guidelines, our review also identified some specific solu-
tions proposed in the literature, using a variety of techniques. Blockchain technology was
the most frequently cited technology used to develop countermeasures for various types of
threats. Nevertheless, other non-blockchain approaches also exist in the literature. Thus, the
remaining section is divided into two parts: The first part mainly reviews blockchain-based
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solutions, while the second part focuses on non-blockchain-based solutions. As shown in
Table 6, many blockchain-based solutions were developed to allow MaaS systems to handle
the secure payment and exchange of services of MaaS as well as to offer privacy preserva-
tion at the same time. On the other hand, among the non-blockchain-based solutions, some
prioritize privacy preservation, while others emphasize developing secure solutions for
data security and access control. The remaining section provides more in-depth details on
these solutions.

Table 6. Cyber security solutions for MaaS.

Mitigation Solutions Brief Description Papers

Blockchain-based solutions Secure ways for the payment and exchange of
services and privacy preservation [18,28,30,46,48,49,49–52,61,67]

Non-blockchain
based solutions Data security and access control [18,26,41,44,45,53–60,63,64,99]

Blockchain-Based Solutions

Blockchain technology has often been considered as a solution to handle cyber security
issues for MaaS systems [28,30,46,48–52,61,67]. Among all the studies utilizing blockchains
to enhance security and privacy in MaaS systems, several objectives were reported. In
their literature review, Kulla et al. categorized those objectives as follows: improving
cyber security and/or privacy for passengers’ identity management, enhancing transport
services’ trust and reliability, the separation of services into multiple MaaS operators, data
synchronization, and providing secure ways for payments [52]. Similarly, in their survey
study, Garroussi et al. listed the advantages of using blockchains as follows: securely
and transparently storing and tracking data related to mobility services, such as vehicle
usage, payment information, and trip history [18]. It was noted that blockchain technology
enables the more streamlined and efficient management of mobility services, fostering
enhanced trust and accountability among the involved parties. As the decentralized nature
of blockchains offers the potential to eliminate intermediaries, lower transaction costs,
and expedite transactions, this technology was argued to facilitate easier and more cost-
effective access to a variety of mobility services, including car sharing, ride hailing, and
public transport. Additionally, the incorporation of smart contracts was stated to automate
various processes in MaaS, such as payments, scheduling, and route planning, thereby
improving the overall efficiency, reliability, and user satisfaction of mobility services [18].

Similarly, Constantini et al. also suggested the deployment of smart contracts on the
blockchain to make the payment and exchange of other services in MaaS systems faster and
more convenient while ensuring customer privacy when sharing data [28]. On the other
hand, Cruz and Sarmento recommended utilizing smart contracts to allow more effective
contract management and compliance in addition to decrease the existing complexity
of monitoring traditional “paper-based” contracts [46]. More specifically, Nguyen et al.
pointed out that smart contracts need to be enforced in the blockchain-based MaaS to specify
the contractual terms and statement, which can be achieved by applying cryptographic zero-
knowledge argument schemes (SNARKs) to demonstrate that the terms can be satisfied and
agreed with, without disclosing the private information related to the passengers named in
the contract [48].

In another study, Bothos et al. pointed out that blockchain tokens allow real-time
transactions, which make it possible to have micropayments with fewer transaction
fees and additional security and trust [50]. The authors also added that the possi-
bility of having conditional transactions by encrypting the data with selective access
rights, using the blockchain, can lead to increased security and privacy for personal
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information. They suggested that the solution could be the self-sovereign identity,
which can give users complete control over their personal data via a distributed-ledger-
based foundation approach supported by Hyperledger Indy (distributed ledger software:
https://www.hyperledger.org/projects/hyperledger-indy, accessed on 1 May 2025). Sim-
ilarly, Miron et al. developed a blockchain-powered MaaS platform using Hyperledger
Fabric (https://hyperledger-fabric.readthedocs.io/, accessed on 1 May 2025) to enhance
security, transparency, and efficiency [61]. The authors highlighted several key blockchain-
based features, including identity management, modular architecture, scalability, privacy
and confidential transactions, and data management, allowing the proposed system to be
integrated with urban the transport ecosystem to potentially enhance stakeholder collabo-
ration and trust with end users in the context of a smart city.

Putting those ideas into practice, Chinaei et al. developed an exchange smart contract
platform to guarantee a secure, privacy-preserved, and hassle-free service exchange for
customers [49]. The identities of the users were known by the service providers; however,
they were not revealed to the other customers and peers of the blockchain network. In
addition, with the proposed solution, it was possible to eliminate the dependency on
third parties, as the proposed smart contract allowed commuters to exchange and trade
their cryptotickets in a privacy-preserving manner without the need to trust the other
party. Furthermore, Nguyen et al. conceptualized a blockchain-based MaaS system to
improve trust and transparency for stakeholders by distributing computational resources
to different transport providers at the edge of the network [48]. They suggested that further
research on static analysis needs to be conducted to address security issues caused by smart
contract builders.

In addition to the blockchain-based smart contract approach, other blockchain-based
techniques have been proposed in the literature to offer privacy preservation and enhanced
security to MaaS end users. In Kong et al.’s study, the authors studied drivers’ performance
record data, which are highly related to location and can be used to infer individuals’
behaviors and characteristics [30]. In MaaS, drivers may not want to share such sensitive
sensory data with MaaS operators. However, driver performance data are crucial for MaaS
providers to develop and deliver personalized services. Thus, Kong et al. proposed a
privacy-preserving and verifiable data aggregation scheme, using blockchain technology,
which adopts (1) a modified Paillier cryptosystem and an identity-based signature scheme
to aggregate and authenticate users’ performance history in a secured manner, and (2) a per-
missioned blockchain with the proof-of-stake (PoS) consensus for immutable performance
record sharing.

Non-Blockchain-Based Solutions for Privacy Preservation

As mentioned above, apart from the blockchain-based approaches, researchers have
explored several technologies to achieve cyber security and privacy in MaaS systems. For
instance, Campolo et al. used digital twin (DT) technology to facilitate data transmission
to various stakeholders [55]. In their proposed solution, each DT could share data with
authorized applications, using properly configured protocols to ensure the security and
privacy of the sensitive information regarding commuter mobility and public transport
vehicles in MaaS. On the other hand, Christiaanse emphasized the need for trust and
privacy in MaaS and proposed extending the contract net protocol (CNP) (modeled in
the canonical form with a dimensioned Petri net) to include secure privacy-preserving
communication flows [56]. This approach was followed to ensure a balance between the
data quality and privacy. In addition, to address data security issues and provide better
security practices, Cottrill recommended using industry-standard security mechanisms
for MaaS systems, including (1) storing collected personal data in protected databases

https://www.hyperledger.org/projects/hyperledger-indy
https://hyperledger-fabric.readthedocs.io/
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located behind a firewall, with both physical and software-based access controls pro-
vided by their hosting provider; (2) having PCI-DSS-Level-1 certified payment providers;
(3) applying pseudonymization and encryption to the personal data; and (4) having a pro-
cess for regularly testing to assess and evaluate the effectiveness of all those measures [26].
Encryption mechanisms were also used to transfer and store the data securely.

In a study of shared electric and automated mobility services, Vaidya and Mouftah
suggested utilizing the novel technique of conjugated authentication and authorization
(CAA), which comprises the entity authentication of the participating entities and authen-
ticated prior binding (APB) [41]. This was proposed as a security solution to ensure that
the identity of another party was the same as that stated and was actually participating
in the authentication process. On the other hand, their study also proposed using an APB
scheme, a technique combining a cryptographic hash function and an encryption scheme,
to cryptographically bind the participating entities and their data together so that this
binding could be easily verified by a third party [41]. Even though the details were not
covered extensively, Breuer et al. also reported conducting encryption mechanisms in their
proposed solution to transfer and store the data securely in MaaS systems [59]. Cloud
computing is another technology utilized in MaaS systems for the sake of security [58].
However, the details regarding how the proposed solution helped to secure the system
were not given in their study either.

The interoperability of the data within MaaS systems is another issue discussed in
the literature. As mentioned before, MaaS serves as a platform to integrate different
transport services, aiming to be accessible to commuters on demand. The data collection
and processing from different sources are important to analyze and provide trip options
to match users’ needs and preferences. One of the challenges in this context is to ensure
interoperability in such a heterogeneous environment. To address this issue, Mouhibbi et al.
proposed a MaaS architecture consisting of four different components, including a task
receiver component (TRC), a task sorter component (TSC), a task persister component
(TPC), and a task orchestrator component (TOC) [44]. Particularly in the TRC, the levels of
security between the different components were strengthened using modularity, and every
connection was checked to ensure the rejection of all the unauthenticated requests.

Seamless MaaS provision is one emerging research topic, Hoess et al. identified the
‘user privacy protection’ as one of the key requirements for ensuring data protection in the
development of seamless MaaS solutions. The authors also addressed that a well-designed
digital wallet could play a crucial role in preserving user privacy by preventing tracking
through routing service providers [60].

Addressing a related concern, cross-border mobility, Katsaros et al. highlighted the
challenge of configuring security features locally within a recognized ‘trust domain’ when
multiple network operators or countries are involved [54]. They advocated for employing
a service-layer security approach, utilizing message queue telemetry transport (MQTT),
mobile/multi-access edge computing (MEC), and transport layer security (TLS) connections
to ensure secure data exchange across diverse domains. They stressed the necessity of
international agreements, potentially at the European level, to address co-existence issues
and ensure the implementation of privacy preservation mechanisms.

In a manner similar to that of Katsaros et al. [54], to address the interoperability chal-
lenge, Campolo et al. also suggested utilizing MEC and argued that the use of standardized
protocols cannot ensure interoperability on the application layer [53]. Instead, the open
mobile alliance (OMA) lightweight machine-to-machine (LwM2M) protocol was suggested
to be explored for a number of benefits that included device management, information
reporting, multi-data format, multi-security protocol support, and access control. MEC
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was also recommended in a recent review; however, it was also noted that MEC comes
with its own challenges, such as optimized resource allocation and transparency [64].

In their literature review, Garroussi et al. categorized data privacy methods for MaaS
systems into anonymization, cryptography, differential privacy, distributed learning meth-
ods, and blockchains [18]. Anonymization practices included sending approximate rather
than precise location data and anonymizing passenger identities. Examples of the cryp-
tographic techniques given included homomorphic encryption and secure multiparty
computation, but they were noted to potentially slow the processing time and complicate
data sharing. Differential privacy, which adds random noise to protect users’ data while
maintaining service quality, was stated to reduce the risk of privacy breaches. Federated
learning and split learning were identified as distributed learning techniques, preserving
data privacy by training models without transmitting raw data to central servers. A similar
approach was also recommended by Carvalho et al. where machine-learning methods
were proposed to be applied in edge servers to help to detect these EOC-related attacks
and security breaches in MaaS systems [45]. The same technique was also employed in
another study, which combined federated learning with deep reinforcement learning and
privacy-preserving techniques [99]. To address the privacy risks in centralized deep rein-
forcement learning (DRL) for MaaS, their study proposed a privacy-preserving federated
deep deterministic policy gradient (FDDPG) approach. This method enables local train-
ing on user devices and shares only gradients using secure aggregation protocols, thus
protecting against information leakage and inference attacks. Tested on real-world and
synthetic NYC data, FDDPG improved the MaaS platform’s profit by 90% and passenger
satisfaction by 15% while maintaining robustness against agent dropout—enhancing both
utility and user trust in data-driven MaaS systems. The effectiveness of the DRL has also
been validated in a recent literature review focused on AI-driven MaaS systems [63].

3.3. Users’ Cyber Security and Privacy Concerns and Their Impacts on the Willingness to
Adopt MaaS

In this section, we represent the users’ cyber security and privacy concerns identified
in the literature and delve into their impacts on the willingness to embrace MaaS systems.

3.3.1. Users’ Cyber Security and Privacy Concerns

Although the majority of studies addressing cyber security and/or privacy concerns in
MaaS systems primarily concentrate on the potential risks within the realm of researchers,
there are also some studies that shift their focus toward the users’ perspectives, aiming to
pinpoint their specific concerns. For example, in a survey study enriched by workshops
with stakeholders and focus groups with end users, Polydoropoulou et al. uncovered that
the privacy issues of end users primarily stem from the exchange of tracking and credit
card data and significantly influence their decisions regarding MaaS utilization [57]. On the
other hand, Schwinger and Krempels argued that calendar data and user preferences are
the data types that MaaS users are not willing to share with external service providers [68].

To better investigate those concerns, Lopez-Carreiro et al. conducted a survey involv-
ing 1000 respondents in the metropolitan area of Madrid, evaluating privacy concerns
through statements such as ‘I agree to share my profile, opinions, etc. with other users
when using apps’, ‘I agree to share my personal information with companies when using
apps’, and ‘I agree to my personal information being checked to receive personalized
recommendations’. Their results supported the hypothesis, revealing that privacy concerns,
the need for control, and environmental awareness each had a positive indirect effect on
MaaS adoption, mediated by users’ expectations of the service. In contrast, technophilia
exhibited both direct and indirect effects on adoption [69]. A similar study was carried
out by Lopez-Carreiro et al. in Randstad, the Netherlands in 2024 [82]. The results further
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confirmed that privacy issues, among other factors, have a determining influence on the in-
tention to uptake MaaS. Similarly, after collecting over 29,000 online reviews and applying
a series of text-mining and unsupervised machine-learning techniques on them, Aman and
Smith-Colin revealed that information privacy was one of the users’ complaints, together
with technical errors and app crashes [70].

Similar concerns were reported by Alyavina et al. in their study where they conducted
semi-structured interviews in three different UK cities, namely, London, Birmingham, and
Huddersfield [47]. The participants expressed concerns regarding potential cyber security
threats, emphasizing that the infiltration of MaaS systems by hackers or terrorists could
pose significant risks to lives in various ways.

Risks around third-party access were recognized and articulated by some of the
participants in another study where access to location information was specifically given as
a privacy concern [71]. This was confirmed in a recent study, in which it was highlighted
that data privacy concerns, especially related to third-party data sharing, significantly affect
user acceptance of MaaS services [85]. In addition, discussions regarding data ownership
were another issue articulated by MaaS users in the literature. The identification of the
owner of the data processed using MaaS is essential, as data ownership assigns property
rights to the data. In the workshop conducted by Sochor et al., data ownership was
identified as an important aspect from users’ perspectives [7]. It is noteworthy that these
two concerns were reported in only one study.

The level of trust in service providers’ abilities to securely handle their personal information
is another issue handled in only one study in the literature [71]. Although reporting a significant
level of trust overall, distinctions were noted among user groups. Tesla owners and shared-car
users exhibited lower trust levels compared to bus users. Trust levels also declined with age,
with the highest levels observed among those aged 20–29 and diminishing in older age groups.
Male respondents aged 50–59 expressed concerns about data breaches, unclear data usage
purposes, and information aggregation [71].

From a slightly different angle, Wu et al. [79] looked at the barriers in developing
MaaS systems from the perspective of multimodal freight transport. The authors identified
obstacles in multimodal freight transport that could inform MaaS development by review-
ing and comparing the past literature from both domains. They argued that the risk of
ineffective information sharing among stakeholders would be a significant challenge for
MaaS system development and suggested that MaaS operators should pay attention to the
tradeoff between information sharing and robust privacy protections to prevent potential
user data misuse.

3.3.2. Impacts of Privacy/Security Concerns on MaaS Adoption

Numerous studies have explored the key variables that could affect users’ acceptance
of MaaS adoption, yet only a limited subset has acknowledged “privacy/security risks
and concerns” as a pertinent factor. The existing literature lacks consensus on the impacts
of these concerns on the acceptance and adoption of MaaS, with some studies reporting
a negative influence while others indicate no discernible relationship between the two.
In Table 7, we provide a comprehensive list of the relevant papers included in this SLR,
denoting instances where ‘NO’ signifies no impact and ‘NE’ denotes a negative impact.
Additionally, the table incorporates details such as the publication year, research methods,
number of participants, and study location for a comprehensive overview.

As shown in Table 7, more than half of these studies were conducted in Europe, one
study was based in Asia, and three studies were conducted in the UK. Among these studies,
the use of a survey is the most frequently used methodology. The privacy/security concerns
considered in these studies are not very comprehensive, where only one or two aspects of
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privacy/security concerns were considered per study. In addition, mixed results about the
impacts have been reported. The rest of this section presents more details regarding those
discussions in the literature.

Table 7. Studies that consider security and privacy concerns as factors that affect MaaS acceptance
and adoption.

Year Research Method(s) Study Location(s) Paper Impact(s)

2020 Survey (1067 participants) Germany [73] NO

2020 Questionnaire (1078 participants) Amsterdam and Eindhoven areas (Netherlands) [75] NO

2020 Survey (600 participants) Shanghai (China) [77] NE

2020 Workshops (90 participants), focus group
(40 participants), survey (106 participants) Budapest (Hungary) and Manchester (UK) [57] NE and NO

2020

Interactive workshop 1 (9 participants aged 8–13),
Interactive workshop 2 (8 participants aged 14–17),
and Interactive workshop 3 (3 participants
aged 16–18)

North East of the Newcastle region (UK) [76] NE and NO

2021 Survey (1000 participants) Madrid (Spain) [69] NE

2020 Workshop (20 participants, 8–18 years old) North East England (UK) [76] NO

2020 Semi-structured interview (40 participants) London, Birmingham, and Huddersfield (UK) [47] NE

2020 App trial, survey, and focus group (124 participants) Brussels (Belgium), Edinburgh (Scotland), Canton
Ticino (Switzerland), and Ljubljana (Slovenia) [74] NO

2022 Semi-structured interviews (47 participants), survey
(23 participants), and survey (187 participants) Norway [71] NO

2024 Online survey (700 participants) Budapest University of Technology and Economics [86] NO

2025 Face-to-face survey (402 participants) Beijing, China [81] NO

2025 Survey (697 participants) Budapest University of Technology and Economics [80] NO

2025 Survey (1015 participants) Qatar [83] NE

2025 Survey (1260 participants) Beijing, China [84] NE

2025 Survey (107 participants) the Netherlands [85] NE and NO

‘NO’ and ‘NE’ represent no impact and negative impact, respectively.

Negative Impacts on MaaS Adoption

The research reviewed in this section suggests that cyber security and/or privacy
considerations negatively affect individuals’ willingness to adopt MaaS [28,57,77,83,84].
In a study employing behavioral models to investigate the adoption of MaaS, Ye et al.
analyzed the effects of several parameters, which included perceived risk [77]. The concept
of perceived risk was derived from a set of four questions concerning potential negative
outcomes associated with consumers’ service usage. Notably, one of these questions
specifically addressed concerns related to the potential leakage of personal privacy. The
researchers found that among the factors included in their model, perceived risk was
the only negative predictor of behavioral intention to use MaaS. Social impact was the
strongest predictor, followed by individual innovation, effort expectation, performance
expectation, and perceived risk. Their study, therefore, proposed a number of strategies for
the promotion and application of MaaS, including strengthening the protection of users’
information and enhancing the service stability of MaaS, to eliminate users’ concerns.

Moreover, Alyavina et al. [47] conducted semi-structured interviews to explore the
barriers and facilitators of MaaS acceptance and uptake. Trust was among the five core
themes that they identified as critical determinants underpinning MaaS acceptance and
success, where cyber security was considered as one part of it. In a related study,
Lopez-Carreiro et al. proposed a behavioral framework to explain possible determinants
and the associated power to predict MaaS adoption, driven by the theoretical constructs
of the technology acceptance model (TAM) [69]. Using the behavioral framework, the
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researchers conducted a survey comprising 1000 respondents in the metropolitan area of
Madrid to identify attitudinal and personality factors relevant to MaaS adoption. They
hypothesized that technophilia, privacy concerns, the need for control, and environmental
awareness explained users’ expectations of the services integrated by MaaS applications
and the intention to adopt the services. In this study, privacy concerns were measured
through the following items: “I agree to share my profile, opinions, etc. with other users
when using apps”, “I agree to share my personal information with companies when using
apps”, and “I agree to my personal information being checked to obtain personalized
recommendations”. It was one of the variables found to explain 64% of individuals’ will-
ingness to adopt MaaS, together with technophilia, the need for control, environmental
awareness, and users’ expectations of the services integrated by MaaS applications. More
recently, Yu et al. [84] modified the TAM to explore the willingness of people in Beijing
to use MaaS, where perceived risk was examined as an influencing factor. Similar to the
findings in [77], perceived risk negatively affects more than 1000 participants’ willingness
to uptake MaaS. In particular, their participants were most worried about the misuse of
private information for other purposes without formal consents.

Similarly, a study consisting of a survey, workshops with stakeholders, and focus
groups with end users, revealed that privacy issues were mainly driven by the exchange of
tracking and credit card data, which was a significant concern for end users, influencing
their decisions to use MaaS [57]. In addition to the financial data of users, Iotzov et al.
recognized the commercially sensitive fare-costing information of mobility providers as
data that require the reassurance of cyber security and privacy [72]. On the other hand,
the possibility of tracking users’ movements and acquiring their location data have been
recognized as particularly sensitive issues by Constantini et al. [28]. It has been noted
that location data can indirectly reveal the sensitive data of individuals, like information
regarding their health, their religious beliefs, the places they most frequently visit, as well
as other information relating to individuals’ private lives [28].

More recently, a survey study carried out in Qatar investigated the role of subscription
sharing and nationality in MaaS adoption in Qatar. Although privacy concern was not a
primary factor considered in this survey, the results from the users’ feedback specifically
highlighted that concerns about privacy were considered as a critical factor influencing the
willingness to uptake MaaS [83].

No Impact on MaaS Adoption

In contrast to the studies discussed in the previous subsection, the research reviewed
in this subsection indicates that cyber security or privacy considerations are not given
precedence when contemplating MaaS adoption. Instead, individuals’ willingness to
adopt MaaS appears to be overwhelmingly influenced by considerations of the “ease of
use” and “perceived usefulness” of the service as well as by attitudinal and personality
factors. For example, conducting qualitative in-depth interviews with potential MaaS users,
Schikofsky et al. reported that the adoption decision would not be significantly influenced
by data privacy and data security concerns or concerns about the data usage (e.g., the
tracking of mobility behavior) [73]. The majority of the participants in this study reported
that they would not consider data security and privacy concerns as long as MaaS provided
value for their daily mobility. This finding was confirmed in a recent study, which focused
on identifying consumer preferences and segments on MaaS platforms, and data privacy
was reported to rarely determine customers’ decisions [85].

Similarly, in another study conducted by Huang [71], it was noted that MaaS users
were not necessarily worried about data privacy. Their findings revealed that users are
aware of privacy issues, but this does not necessarily affect their intention to use MaaS. In
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this study, several interview participants expressed their readiness to share their mobility
data to enhance the convenience of the services. Researchers have explained this with the
“privacy paradox phenomenon” [78] and argued that this might be explained by the users’
expectations to receive better mobility services. More recently, Tang et al. identified six key
characteristics of MaaS, with “security and privacy” being one of them [81]. According to
these characteristics, Tang et al. conducted a face-to-face questionnaire survey to explore
the potential adoption of MaaS in Beijing, China. The results showed that only a low
percentage (23.6%) of the respondents expressed concerns about “security and privacy”,
suggesting the potential tradeoff between privacy concerns and personalized experiences.
Another study conducted with students at Budapest University also reported a lack of
awareness or preparedness regarding privacy-related concerns [86]. Those findings are
mostly inline with findings from earlier studies [71,78].

Similarly, user feedback collected from focus groups in a study conducted by Wright et
al. revealed that users are happy to share their personal data as long as they can benefit from
MaaS systems [74]. In line with this, Polydoropoulou et al. reported that some participants
stated that collecting data and receiving feedback through MaaS mobile applications
could help to improve the transport system [57]. This also applied to location data, with
users reportedly unconcerned about GPS-based location tracking [75]. Users perceived
processing GPS data as being advantageous, recognizing its utility in enhancing MaaS
subscription benefits [75].

Casado et al. found that some of the participants they surveyed and interviewed
seemed to accept that their movements were already being tracked by apps, such as
Snapchat or public transport apps, and thereby assumed the same would be true for any
MaaS apps [76]. One of the participants interviewed in the study conducted by Huang
shared similar opinions and explained that she could not be bothered with evaluating
data gatherings because the service providers already have a lot of her information, so
it is too late to worry about it [71]. Kriswardhana et al. conducted an online survey of
687 students from Budapest about their preferences toward different aspects of MaaS. The
findings suggested that the students would still prefer to use routing aspects of MaaS
applications, even when being aware of potential data privacy and security risks [80].
One plausible explanation is that students’ familiarity with routing features leads them to
prioritize convenience over potential privacy concerns.

3.4. Policies and Regulations

To facilitate a smooth adoption of MaaS, it is vital to address legal aspects, such
as policy frameworks, legislative reforms, and governance concerns, related to cyber
security and/or privacy. However, notably, the development of privacy regulations and
organizational policies and the implementation of privacy-sensitive and cyber-secure MaaS
models are either evolving or underdeveloped. Moreover, there is a need to keep updating
these policies to ensure that MaaS is secure and privacy-sensitive in the long run. This
part of the SLR, therefore, focuses on the existing literature regarding privacy regulations,
examining their presence or absence and, finally, organizational policies within the context of
the MaaS.

3.4.1. Privacy Regulations

MaaS relies heavily on many stakeholders to operate, thereby necessitating regulations
regarding information security and privacy [33]. Therefore, some studies in the MaaS
literature focused on exploring data privacy regulations that could potentially be used to
regulate MaaS systems. It has been noted that the lack of suitable regulations introduces
vulnerabilities to MaaS systems [10], and the capacity of existing regulations to govern
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MaaS systems has been discussed in these studies at varying levels of detail. Although
the majority of these studies converge on applying the GDPR to MaaS systems (see the
GDPR section), our review also identified other regulations considered as applicable to
MaaS systems, categorized in the subsequent section (Overview of Other Privacy Laws and
Regulations in MaaS). This section further explores the implications of privacy laws and
regulations for MaaS services.

GDPR

The studies reviewed in our study consistently emphasized the GDPR as a promi-
nent regulatory framework that MaaS operators and providers could adopt to address
privacy concerns associated with the processing of personal data in the MaaS con-
text [10,33,54,57,62,89,90]. The GDPR, implemented in 2018, lays down the rules for the
collection, processing, and storage of personal information, emphasizing individuals’ rights
and the obligation of organizations to safeguard users’ data. It is essential to note that
the GDPR is triggered when a system processes personal data, implying identifiable in-
formation about individuals. However, applications exclusively handling anonymous
data fall outside the scope of the GDPR. This distinction was considered in the MaaS
literature, and it was noted that personal travel information processed using MaaS systems,
such as vehicle availability, origins, destinations, financial information, and social network
data, are examples of data that could be considered as personal under the GDPR [26].
Murati emphasized the explicit mention of location data as personal data in Article 4 of the
GDPR [91]. They highlighted in their study that in some cases, location data transform to
sensitive information, revealing details like visits to specific locations related to medical
care, religious activities, or aspects of one’s private life. In such cases, they added, a higher
level of protection is required by the GDPR, as outlined in its Article 9, which explicitly
restricts the processing of such data unless specific conditions are met.

In their checklist prepared for MaaS operators, Pagoni et al. included being in line with
the GDPR in terms of data storage and protection and collecting consent for the collection
of personal information [5]. They also added that as the GDPR requires, consent must be
freely given, with a clear explanation of what data are being collected, who is collecting the
data, and what the data would be used for. Finally, providing the option for users to opt out
from the data being collected was another data privacy practice covered in the checklist [5].
Consent management was also handled by Garroussi et al. [18]. Giving an example from
a MaaS company in Germany in their study, they emphasized that this company needs
to extensively revise its data collection procedures to ensure explicit users’ consent [18].
In addition to consent management, Cottrill and Constantini et al. pointed out Privacy
by Design (Article 25 of the GDPR) as a data privacy concern for MaaS systems, which
requires privacy requirements to be considered in all the phases of the system development
and appropriate measures to be fulfilled for built-in privacy [26,28].

On the other hand, delivering clear and user-friendly privacy statements was given as
mandatory for MaaS providers and operators to ensure GDPR compatibility according to
Constantini et al. [28]. Cottrill also referred to the territorial requirements of the GDPR [26].
Analyzing the privacy policy of a MaaS app and the statements given in it regarding
the transfer of personal data across international borders, including to countries outside
the European Economic Area (EEA), she concluded that the policy appeared to be in
compliance with the territorial requirements of the GDPR. It was noted that such statements
were beneficial not only to the service providers, who would avoid compliance issues and
potential fines but also to the users, who would be able to be confident that their data were
processed with adequate respect and protection [26].
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Kamargianni and Goulding also mentioned the GDPR in the context of data security
in MaaS systems [92]. They suggested that the open data and sharing of data for MaaS
could have an impact on data security, and, hence, they reviewed the factors covered by
the GDPR, like data minimization (processing the least amount of personal data necessary)
and the anonymization and encryption of the data [92].

In addition to those, another GDPR element discussed in the context of MaaS is the
“Data Protection Impact Assessment” (Article 35 of the GDPR). In their study, Garroussi et al.
suggested the implementation of these assessments for MaaS service providers to show-
case a commitment to privacy, build trust among users, and facilitate regulatory compli-
ance [18]. This was also confirmed by Murati, who argued that MaaS providers might
engage in processing sensitive data, and they must appropriately address the adoption of
the “Data Protection Impact Assessment”. Researchers have emphasized that failure to
meet these obligations may result in fines and liabilities toward passengers (Article 82 of
the GDPR) [91].

Garroussi et al. additionally argued that privacy impact assessments can play a pivotal
role in guiding the design and deployment of MaaS services, fostering the integration of
privacy measures from the outset [18]. It was highlighted that this proactive and preventive
strategy aligns with the “privacy-by-design” approach endorsed by leading data protection
frameworks, such as the GDPR [18].

Finally, GDPR compliance has also been identified as a trust issue from the users’
perspectives in a survey study conducted by Huang [71]. One participant considered a
MaaS service provider as trustworthy because the company is based in Norway and is
obligated to adhere to the GDPR [71].

Overview of Other Privacy Laws and Regulations in MaaS

Even though the GDPR has been the most cited regulation in MaaS studies, there are
some other regulations considered by MaaS researchers to have impacts on those systems.
In their survey study, Garroussi et al. pointed to the California Consumer Privacy Act
(CCPA), which is valid in the United States’ State of California [18]. It has been noted that
the CCPA imposes strict regulations on companies managing personal data, necessitating
transparency in data collection, selling, and sharing practices by MaaS providers. This
has prompted significant operational changes among MaaS providers, as exemplified by a
major California-based provider that had to modify its data-handling practices to align with
CCPA compliance. Researchers have also considered the Personal Information Protection
and Electronic Documents Act (PIPEDA) of Canada and the Personal Data Protection
Act (PDPA) of Singapore to manage the privacy of personal data processed using MaaS
systems [18]. The CCPA was also addressed in a study by Ekpo et al., which highlighted
that service providers may process personal data without a valid legal basis or violate
data rights—such as the CCPA’s “Do Not Sell My Data” provision—thereby potentially
breaching local data protection laws [62].

Finally, Bill 25 is another regulation considered by Garroussi et al. as a regulation to
govern MaaS systems [18]. It was noted that in Quebec, the Access-to-Information Com-
mission issued a reminder in September 2021 regarding the implementation of provisions
from Bill 25. This reform was reported to modernize provisions related to the protection
of personal information in the private sector, promising enhanced protection of personal
information, new rights for citizens, and more responsible and transparent management of
personal information [18].

In another study focusing on the development of MaaS in Finland and Sweden,
Mukhtar-Landgren and Smith considered the Finnish Personal Data Act [100]. They
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identified MaaS operators, referred to as controllers, as responsible for complying with this
regulation when sharing the data of MaaS customers [36].

Moreover, there are few studies that discuss general recommendations for strength-
ening policy and regulatory frameworks for MaaS. Wu et al. [79] suggested that in order
to clarify the responsibilities of each MaaS stakeholder and build a framework for data
sharing and privacy protection to support MaaS operations, governments and transport-
planning authorities should work with researchers to develop relevant laws, policies,
and regulations.

Implications of Privacy Laws and Regulations for MaaS Service Providers

Reviewing the literature in their survey study, Garroussi et al. reported several adjust-
ments for MaaS service providers for their data-handling procedures [18]. Implementing
systems to collect and manage users’ consent, creating tools for data minimization, and en-
hancing data security architecture were some of the practices highlighted by the researchers.
Furthermore, restrictions required by privacy laws and regulations were argued to have a
substantial impact on the business models adopted by MaaS providers. It was noted that
regulations regarding data collection and utilization compel providers to reassess their
approaches to data-driven monetization. Considering the severe consequences stipulated
by laws such as the GDPR, Bill C-27 in Canada, and L25 in Quebec for non-compliance,
researchers have stated that business models must strike a delicate balance between the
necessity of utilizing data for service improvement and the imperative to uphold user pri-
vacy [18]. Their study also delved into how these laws influence the interactions between
MaaS companies and their customers. Emphasizing the transparency principle within
privacy regulations, their study suggested that MaaS providers should portray themselves
as responsible custodians of user data, thereby fostering stronger consumer relations [18].

In addition to the potential advantages, considerable challenges introduced by adher-
ing to these laws were also covered in their study. It was underlined that the regulations
frequently vary across jurisdictions, necessitating providers operating in multiple regions
to navigate an intricate and diverse privacy regulatory landscape. Furthermore, because
these laws undergo changes over time, it was added that sustaining compliance becomes
an ongoing challenge that demands continuous vigilance and adaptability [18].

Ekpo et al. [62] also highlighted the potential risk of violating the data minimization
principle, noting that certain services may require users to disclose excessive personal infor-
mation, thereby increasing their vulnerability and the potential impacts of data breaches. In
addition to data minimization, their study addressed several other key aspects of the GDPR.
These include the unlawful processing of personal data by service providers, the use of
invalid or inadequately understood consent mechanisms, data collection without a lawful
basis, and violations of the storage limitation principle—where personal data are retained
longer than necessary, heightening the risk associated with potential data breaches.

Another set of issues was identified by Araghi et al. [37,87,88], related to the impli-
cations of privacy regulations for MaaS service providers. Araghi et al. questioned to
what extent the market should be left to evolve freely [37]. Underhill and Knowles ar-
gued that the participation of governments in developing regulations was important, as
under-involvement from governments could lead to (1) failures in regulating the storage
and monetization of data by the private sector and (2) insufficiently robust security and
privacy [87]. However, the risk of over-involvement was also covered in their study where
excessive regulation was argued to disincentivize private companies from entering the
MaaS space. A potential increase in the way MaaS service providers care for data secu-
rity and privacy was also noted in the same study. Following Underhill and Knowles’s
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work [87], Knowles et al. also argued that over-involvement of governments may result in
excessive regulation, limited industry participation, and hindered innovation [88].

3.4.2. Organizational Policies

Although not extensively covered, certain studies in the MaaS literature have un-
derscored the necessity for establishing a robust policy framework for data security and
privacy within the MaaS environment. For instance, in their analysis of the MaaS business
ecosystem, Kamargianni et al. highlighted that the MaaS ecosystem has several layers, or
actors, including transport operators, data providers, technology providers, infrastructure,
regulatory bodies, and research institutions [93]. Their study specifically identified the data
providers within the correspondence layer as a pivotal actor, emphasizing the importance
of a regulatory framework that meets the requisite policy and security standards for data
warehouses. Recommending the application of advanced encryption processes as a part
of a policy framework, their study advocated for a central policy, both at the national and
international levels, to facilitate MaaS in achieving data interoperability. Additionally, the
need for policy formulation concerning the secure usage of open data was highlighted.
This aligns with findings from a recent study conducted by Nikitas et al., which noted that
because of privacy concerns, open-data policies present both legal and ethical challenges
for the implementation of MaaS systems [98]. The policymakers and regulation authorities
were positioned as another actor within the outer layer of the proposed ecosystem, and it
was added that governments needed to have clear and uncontested policies that take care of
passengers’ rights, privacy, and cyber security concerns of the stakeholders, market compe-
titions, and other issues related to MaaS. Another study that handled the policy framework
for data security and privacy within the MaaS environment also emphasized the need for
enhancing the effective communication of data privacy policies and information [95].

In their study, Hlubi and Seftel analyzed the “MaaS reference architecture” to assess its
suitability for implementation in South Africa [94]. During this examination, they identified
the absence of any relevant national policy or legislation that could support the MaaS
facilitation. However, their study indicated that the related governmental departments
are actively working on having legislation in effect. The researchers underscored the
importance of this legislation aligning with a transport policy framework that promotes
open data format and convenient payment methods. Recognizing an appropriate legislative
framework as a key facilitator for MaaS adoption, they suggested that it would make a fair
ground for competition and cater to many concerns, including the rights of travelers and
privacy and security issues [94].

Another interesting finding of our review, regarding organizational policies, can be
given as the lack of discussion in the literature proposing a dedicated practical approach
to assess MaaS services and indicators that could be used to assess data privacy or eval-
uate consumers’ feedback in this area. In only one study, Gompf et al. referred to the
UNEP/SETAC Guidelines and Product Social Impact Assessment (PSIA) to be utilized for
this purpose [96]. According to the UNEP/SETAC Guidelines, “a social and socioeconomic
Life Cycle Assessment (S-LCA) is a social impact (and a potential impact) assessment
technique that aims to assess the social and socioeconomic aspects of products and their
potential positive and negative impacts along their life cycle” [101]. These guidelines
provide a framework on how S-LCA should be conducted, identifying impact categories
and indicators for those categories. The guidelines also refer to data privacy, including the
number of consumer complaints or complaints by regulatory bodies related to privacy as a
quantitative indicator. Among those indicators, Gompf et al. suggested several indicators
focusing on country rankings or the strength of the policies regarding privacy to be used in
the context of MaaS [96].
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From the perspective of governance, Mohammed et al. conducted a study of inviting
key transport stakeholders in Qatar to partake in a workshop, aiming to identify key factors
for establishing successful governance to implement and operate MaaS [97]. The findings
indicated that data sharing and privacy are two elements that need to be further studied.
In addition, Mohammed et al. specifically highlighted the impact of data sharing on MaaS
governance, where at least three data-sharing strategies, including limited data sharing,
data openness, and restricted data sharing, were discussed.

Much like the UNEP/SETAC guidelines, PSIA [102] helps to assess the positive and
negative social impacts of products and services on four stakeholder groups: workers,
local communities, small-scale entrepreneurs, and users. It offers a practical method for
pinpointing social aspects relevant to those stakeholder groups, along with corresponding
performance indicators. These indicators, identified by Gompf et al. as being suitable for
assessing data privacy in mobility services [96], include:

• The company has a policy to protect users’ data privacy;
• The company shares or sells sensitive private data without users’ consent or transparency;
• The company uses and processes sensitive private data without users’ consent or users’

access to the data’s content and purposes;
• The company’s use of private data complies with local laws;
• If no regulation exists, the company does not collect, process, share, store, resell, or

use sensitive data;
• The company has a PDCA process in place to exceed the minimum legal standard;
• The company has established a grievance mechanism.

4. Further Discussion
In this section, we outline and discuss our primary findings concerning our research

questions, alongside acknowledging the limitations of previous research and identifying
research gaps in the literature.

4.1. Cyber Security and Privacy Risks Associated with the Use of MaaS Systems and Solutions
Proposed to Address Them (RQ1 and RQ3)

Our study highlighted the prominent theme of risks regarding cyber security and
privacy in the context of MaaS. Regarding cyber security risks, our SLR identified both
technical and non-technical risks raised by the MaaS researchers. DoS attacks were the most
frequently discussed technical risks in the literature, whereas the illegal use of personal
data by MaaS operators was the most common non-technical risk. In terms of privacy
risks, two key themes emerged: profiling and inference, as well as third-party access and
data sharing. The subtheme of profiling and inference encompasses discussions on how
personal data collected by MaaS systems can be utilized to profile individuals and infer
their behaviors. On the other hand, the second subtheme addresses the privacy risks
associated with third-party access to personal data collected by MaaS providers and the
sharing of such data among multiple entities.

Another theme that emerged in our review is the identification of potential solu-
tions and guidance to mitigate these risks. Blockchain technology emerged as a signifi-
cant suggestion in the literature for developing countermeasures against various threats.
However, alternative non-blockchain approaches, such as cryptography, digital twins, or
mobile/multi-access edge computing, were also discussed as feasible options.

In the context of cyber security and privacy risks for MaaS systems, our SLR uncovered
a gap in the literature. The identified studies tended to concentrate on limited facets of the
MaaS landscape, resulting in fragmented insights. As summarized above, the current body
of work about privacy risks and concerns predominantly revolves around the handling
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of data within MaaS systems. This focus is notably directed toward two primary aspects:
(1) the risks associated with profiling and inferring insights from the collected personal
data and (2) the concerns and risks related to third-party access to the amassed personal
data. Given the amount of data MaaS can collect and process and the multitude of parties
that might be involved in such a process, we envisage that the privacy concerns and risks
of MaaS could occur at different phases, including the data generation phase, data storage
phase, and data-processing and data-sharing phases. Yet, existing work has failed to address
this in a systematic way to provide a more in-depth and comprehensive understanding of
its full scale.

Moreover, cyber security and privacy have often been intertwined and jointly dis-
cussed together in the literature. However, distinctions exist between them. Privacy is
about the use and governance of individual data to ensure that the data are collected, used,
and shared in appropriate ways, whereas cyber security is more about protecting and
preventing data from malicious attacks and misuse (in its narrow sense) [103], suggesting
that cyber security is fundamental for protecting data but might not be sufficient for en-
suring privacy [104]. Taking MaaS’s heterogeneity into consideration, there is a need to
have an in-depth discussion on the relationship between the cyber security and privacy of
MaaS systems.

Furthermore, MaaS is a complex system of different systems, where different stake-
holders of MaaS have a hierarchy of needs in which optimized travel options remain
crucial [105]. It is an emerging challenge to learn the holistic landscape of MaaS. A number
of attempts have been made in the literature, utilizing ontology, typology, and taxonomy-
based methodologies [7,105–107]. However, to the best of our knowledge, no previous
work has been conducted solely from the perspectives of cyber security and privacy, which
could potentially help to provide guidance and elicit cyber security and privacy require-
ments designed for MaaS systems, as well as help to systematically address related risks
and concerns.

In brief, our study encourages more research in the following areas:

• Systematically investigating the scale and landscape of cyber security and privacy
risks of MaaS systems;

• Further clarifying the relationship between cyber security and privacy in the context
of MaaS;

• Establishing a more comprehensive understanding of the technical requirements for
mitigating cyber security and privacy risks of MaaS systems.

4.2. Cyber Security and Privacy Concerns That Users Have Regarding the Use of MaaS
Systems (RQ2)

Regarding the low number of past studies that have looked at the impacts of the
cyber security and/or privacy concerns on end users’ willingness to adopt MaaS systems,
there is no conclusive agreement on their effects on people’s intention to adopt MaaS.
The fragmented depiction of users’ cyber security and privacy concerns makes it difficult
to reach solid conclusions regarding their impacts on MaaS acceptance and adoption.
Additionally, considering that most researchers in this area do not primarily belong to the
cyber security domain, the relatively narrow scope is somewhat expected. Cyber security
researchers often focus on providing solutions for cyber security threats (as summarized in
Section 3.2.3) without delving into the broader impacts of users’ cyber security or privacy
concerns impacting MaaS adoption, which is an area where we call for more research. This
lack of disciplinary convergence may also explain why findings are inconsistent—some
studies find privacy concerns to be a significant barrier to adoption, while others report
little to no effect. These discrepancies may be because of differences in research focus,
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methodologies, regional users’ perceptions, or how privacy concerns are framed, further
highlighting the need for more nuanced, interdisciplinary investigations.

Additionally, our SLR uncovered a significant gap in the literature concerning the
awareness of MaaS end users. Our study highlights the disparities between the risks
identified by MaaS researchers and those perceived by end users. For example, although
third-party sharing is frequently discussed as a privacy risk by MaaS researchers, it was
reported as a concern by MaaS users in only one study. Similarly, profiling was not
mentioned as a concern by any participants in the reviewed studies. We speculate that
the lack of awareness among MaaS users regarding data privacy could contribute to these
findings. However, there is currently no dedicated study aimed at assessing or improving
awareness among MaaS users, underscoring the need for further exploration in this area.
This disconnect between expert-identified risks and users’ perceptions may partly explain
the conflicting findings in the literature regarding the role of privacy concerns in MaaS
adoption. Without a clear understanding of what users actually know or worry about,
it becomes difficult to interpret the extent to which privacy concerns influence adoption
behavior across different studies.

Herein, we have identified the following research areas to be considered in future studies:

• Systematically defining and comparing cyber security and privacy concerns from
different stakeholders’ perspectives;

• Conducting privacy awareness studies among MaaS users to assess and improve
their awareness;

• Investigating the impacts of cyber security and privacy concerns on MaaS adoption
in a more comprehensive and nuanced approach, considering both technical and
user-related aspects.

4.3. Legal Issues Regarding the Privacy of Personal Data Processed Using MaaS Systems (RQ4)

The past research primarily refers to the GDPR as a prominent regulatory framework
to govern MaaS systems. Recognizing MaaS service providers as data controllers under
the GDPR, several GDPR elements are discussed in the literature within the MaaS con-
text, including data minimization, consent management, transparency, privacy by design,
encryption, anonymization, and data protection impact assessments. Some have also
argued that data processed using MaaS systems can easily transition to sensitive data,
which are recognized as special category data under the GDPR, warranting a higher level
of protection.

It is important to note that discussions on the GDPR within the context of MaaS
primarily stem from the perspective of service providers, highlighting their obligations
under the GDPR. However, there is a gap in the literature concerning the users’ viewpoints
and their rights granted by the GDPR. For instance, the “right to be informed”, which grants
data subjects (in this case, MaaS users) the right to be informed about the collection and use
of their personal data, has not been addressed in any past studies our SLR covers. Similarly,
the “right to access”, which allows individuals to obtain a copy of their personal data from
service providers, and the “right to be forgotten”, enabling users to request the deletion
of their data, have also been overlooked. We specifically highlight these rights because
executing them in MaaS systems poses challenges because of the multiple stakeholders
involved in data processing. Despite this, none of the studies has identified them as risks
or concerns that users have.

Aligned with this observation, studies regarding a comprehensive data privacy policy
exclusively tailored and implemented for MaaS operations appear to be lacking in the
literature. Conducting further research in this area could significantly benefit the MaaS
industry, providing much-needed guidance for service providers in formulating their



Information 2025, 16, 514 30 of 36

privacy protocols. Additionally, the absence of studies dedicated to proposing indicators
for assessing these privacy practices is also notable. However, it is worth considering that
the indicators recommended by Gompf et al. could be customized for this purpose, as they
offer a solid foundation despite initially being intended for general applications [96].

It is also evident that none of the studies has established clear sharing policies that
foster innovation while simultaneously ensuring the security of both service providers and
users. Sharing data is not only inevitable for MaaS systems to work but also extremely
useful both for users and for MaaS providers, as it allows them to improve the latter’s
services [38].

Therefore, after conducting a comprehensive analysis, our study encourages more
research in the following areas:

• Systematically examining the GDPR compatibility of MaaS systems, considering all
the elements of the GDPR, with a particular focus on data subjects’ rights;

• Exploring the components essential for an organizational policy dedicated to address-
ing cyber security and privacy issues specific to MaaS;

• Researching sharing policies that encourage innovation while also ensuring the secu-
rity of service providers and users;

• Researching indicators to be used to assess data privacy practices of MaaS ser-
vice providers.

4.4. Limitations

Although our study thoroughly identified research on cyber security and privacy
risks in MaaS, certain limitations exist. First of all, our review focused on research papers
published from 2017 to April 2025, aligned with the surge of interest in MaaS, which
followed the Whim app trial. Although we consider this as a valid criterion, earlier
foundational work or very recent emerging studies may have been excluded because of
this date restriction. Second, searching only titles with Google Scholar, because of its
vast data and low hit rate for full-text searches, may have caused some relevant studies
to be omitted. However, we mitigated this by also searching with Scopus, known for
its comprehensive research coverage and support for searches of metadata. Therefore,
we believe that our included papers represent past research well. Additionally, using
MaaS-related keywords might have missed papers using terms like “transport” or specific
transport modes (e.g., “bike sharing” or “ride hailing”). Despite this, the high volume of
reviewed articles provides a strong representation of past research. Finally, we acknowledge
that language and publication bias may also affect our findings, as our review focused
only on peer-reviewed academic publications written in English. This may have excluded
relevant work published in other languages or in the gray literature, which could offer
additional perspectives on users’ concerns and implementation challenges. Future reviews
could expand the scope to include these dimensions.

5. Conclusions
In this study, we have undertaken a comprehensive examination of the cyber security

and privacy issues intrinsic to Mobility-as-a-Service (MaaS) through a systematic literature
review of 87 relevant research papers published between 2017 and April 2025. Our analysis
has illuminated three primary themes prevalent in the current literature: the identification
and mitigation of inherent cyber security and privacy risks in MaaS systems, the impacts of
users’ concerns on the adoption of MaaS, and the regulatory landscape governing these
emerging transport solutions. To support actionable insights, we present a summary
table highlighting the key takeaways and tailored recommendations for policymakers,
developers, and researchers. (See Table 8).
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Table 8. Summary of the key takeaways and recommendations for stakeholders.

Stakeholder Group Key Takeaways Recommendations

Policymakers

- Lack of standardized data-sharing protocols and
legal frameworks
- Inconsistent enforcement of data protection laws,
like the GDPR

- Develop harmonized international policies and
data governance models
- Mandate privacy-by-design in MaaS platforms

Developers/Providers

- Privacy risks include profiling, inference attacks,
and third-party data sharing
- Security vulnerabilities include DoS, spoofing, and
insider threats

- Implement privacy-preserving technologies (e.g.,
federated learning, anonymization, and encryption)
- Use secure architecture standards and blockchain
smart contracts for transparency

Researchers

- Limited cross-disciplinary analysis on legal,
behavioral, and technical risks
- Gaps between users’ concerns and
proposed solutions

- Focus future research on user-centric
security design
- Conduct longitudinal studies on risk perceptions
and adoption behaviors

Our findings underscore the critical importance of addressing cyber security and
privacy challenges to ensure the successful implementation and widespread acceptance
of MaaS. By systematically categorizing the identified risks and evaluating the proposed
solutions, we provide a clear framework that can guide MaaS service providers in enhancing
their security protocols. Furthermore, understanding users’ concerns and their influences
on adoption highlights the need for transparent communication and robust data protection
measures to build and maintain users’ trust.

Additionally, our investigation into existing laws and policies reveals significant gaps
and inconsistencies that need to be addressed. This underscores the necessity for policymak-
ers and legislators to develop comprehensive regulatory frameworks that can keep pace
with the rapid advancements in MaaS technologies and practices. Such regulations should
aim to protect user privacy, ensure data security, and foster an environment conducive to
innovation and growth in the MaaS sector.

In conclusion, our SLR led to valuable insights into the critical areas of cyber security
and privacy within MaaS, offering guidance for service providers, users, and policymakers
alike. By addressing these concerns, we can pave the way for a more secure, user-friendly,
and sustainable future in urban mobility, thereby realizing the full potential of MaaS in
transforming transport.
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