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1An extended version of this lecture has been delivered at the
Shenzhen University, in November 2005, which is available online at
http://www.hooklee.com/Talks/CC1b.pdf.

http://www.hooklee.com
http://www.bnu.edu.cn
http://www.hooklee.com
http://www.hooklee.com/Talks/CC1b.pdf.


CCCS.CityU

Chaos

Synchronization

Chaotic Masking

Chaotic Switching

Chaotic Modulation

Inverse System

Chaos Control

AttacksAAA

Countermeasures

Slide 2 of 86

JJ II

J I

←↩ ↪→
Full Screen

Search

Close
ChaosCrypto
BNU, Beijing
January 2004

Contents

1 Chaos 8

Chaos vs. Cryptography . . . . . . . . . . . . . 8

Continuous Chaotic Systems: 3-D Case . . . . . 10

The Lorenz system . . . . . . . . . . . . 10

The Chen system . . . . . . . . . . . . . 11
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1 Chaos

Chaos vs. Cryptography

• Ergodicity vs. Confusion

• Sensitivity to initial conditions vs. Diffusion of a
small change in plaintext

• Sensitivity to control parameters vs. Diffusion of a
small change in secret key

• Mixing property vs. Diffusion from a small change of
one plain-block to the whole plaintext (meaningful
for image encryption)

• Deterministic dynamics vs. Deterministic pseudo-
randomness

• Structure complexity vs. Attack Complexity

http://www.hooklee.com
http://www.bnu.edu.cn
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Chaos vs. Cryptography

Then, why not use chaos for cryptography?

• Shannon’s “Chaos” in his classical security paper
(1949):

Good mixing transformations are often formed by

repeated products of two simple non-commuting

operations. Hopf has shown, for example, that

pastry dough can be mixed by such a sequence of

operations. The dough is first rolled out into a

thin slab, then folded over, then rolled, and then

folded again, etc.

• Digital “Chaos” existing in traditional ciphers: ax+
b mod p, xn mod p, etc.

• Chaotic Cryptography ...

http://www.hooklee.com
http://www.bnu.edu.cn


CCCS.CityU

Chaos

Synchronization

Chaotic Masking

Chaotic Switching

Chaotic Modulation

Inverse System

Chaos Control

AttacksAAA

Countermeasures

Slide 9 of 86

JJ II

J I

←↩ ↪→
Full Screen

Search

Close
ChaosCrypto
BNU, Beijing
January 2004

Continuous Chaotic Systems: 3-D Case

The Lorenz system
ẋ = a(y− x)
ẏ = cx− xz− y
ż = xy−bz
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The Chen system
ẋ = a(y− x)
ẏ = (c−a)x− xz+ cy
ż = xy−bz
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The Rössler system
ẋ =−(y+ z)
ẏ = x+ay
ż = (x− c)z+b
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The Chua system (dimensionless form)
ẋ = p(−x+ y− f (x))

= p
(
−x+ y−

(
m0x+ (m1−m0)(|x+1|−|x−1|)

2

))
ẏ = x− y+ z
ż =−qy (or ż =−qy− rz)
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Discrete-Time Chaotic Maps: 1-D Case

• The logistic map:

f (x) = rx(1− x)

• Piecewise linear chaotic maps (PWLCM)

– The tent map:

f (x) =

{
rx, 0≤ x < 0.5
r(1− x), 0.5≤ x≤ 1.

– The skew tent map:

f (x) =

{
x/r, 0≤ x < r
(1− x)/(1− r), r ≤ x≤ 1.

– The sawtooth (shift) map: f (x) = rx mod 1
(r > 1).

http://www.hooklee.com
http://www.bnu.edu.cn


CCCS.CityU

Chaos

Synchronization

Chaotic Masking

Chaotic Switching

Chaotic Modulation

Inverse System

Chaos Control

AttacksAAA

Countermeasures

Slide 14 of 86

JJ II

J I

←↩ ↪→
Full Screen

Search

Close
ChaosCrypto
BNU, Beijing
January 2004

Discrete-Time Chaotic Maps: 2-D Case

• Hénon map: f (x,y) = (1−αx2 +βy,x).

• The Baker map:

f (x,y) =
(

2x mod 1,
b2xc+ y

2

)
=

{
(2x,y/2) , 0≤ x < 1/2,

(2x−1,(y+1)/2) , 1/2≤ x≤ 1.

• The Arnold Cat map:

f (x,y) = (x+ y,x+2y) mod 1.

• The Standard map:

f (x,y) = (x+ y,y− k sin(x+ y)) mod 2π.

http://www.hooklee.com
http://www.bnu.edu.cn
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2 Synchronization

Given two dynamical systems with
:::::::
different

:::::::
initial

:::::::::
conditions, under a driving signal from System 1 (called
drive system or master system), System 2 (called re-
sponse system or slave system)

:::::::::::::
asymptotically follows

the state of System 1 in a proper way.

• The driving signal may be a function of one or more
variables of the driving system.

• The driving and the slave systems may have different
structures and even different dimensions.

• Different types: complete synchronization, lag syn-
chronization, phase synchronization, projective syn-
chronization, generalized synchronization, noise-
induced synchronization, ...

http://www.hooklee.com
http://www.bnu.edu.cn
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Synchronization vs. Communication

• Q1: What does synchronization mean?

• A1: It means that information on initial condi-
tions can be transmitted to reach a remote site
in safe. Of course, it is only true in an asymp-
totical sense.

• Q2: Does A1 mean communication?

• A2: Yes, it means chaos-based data communi-
cation though a noisy channel.

• Q3: Then, is it possible to realize secure com-
munication?

• A2: Yes, it is possible ©, but we should be very
careful of various attacks AAA.

http://www.hooklee.com
http://www.bnu.edu.cn
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Chaos Synchronization: Continuous Case

Complete synchronization of two Lorenz systems [Pecora
& Carroll, PRL 1990]: x2→ x1, y2→ y1, z2→ z1.
ẋ1 = a(y1− x1)
ẏ1 = cx1− x1z1− y1

ż1 = x1y1−bz1

x1 (or y1)−−−−−−→


ẋ2 = a(y2− x2)
ẏ2 = cx1− x1z2− y2

ż2 = x1y2−bz2

Projective synchronization of two Lorenz systems [Mainieri
& Rehacek, PRL 1999]: x2→ αx1, y2→ αy1.

ẋ1 = a(y1− x1)
ẏ1 = cx1− x1z1− y1

ż1 = x1y1−bz1

z1−→


ẋ2 = a(y2− x2)
ẏ2 = cx2− x2z1− y2

ż2 = x2y2−bz2 (z2 = z1)

http://www.hooklee.com
http://www.bnu.edu.cn
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Chaos Synchronization: Continuous Case

Complete synchronization of two Rössler systems [Parlitz
et al., PRE 1996]: x2→ x1, y2→ y1, z2→ z1.

ẋ1 =−(y1 + z1)=−(x1 + y2)+ s
ẏ1 = x1 +0.45y1

ż1 = 2+ z1(x1−4)

↓ s = x1− z1
ẋ2 =−(x2 + y2)+ s
ẏ2 = x2 +0.45y2

ż2 = 2−4z2 + x2
2− sx2

Using APD (active-passive decomposition) technique, one
can design even more complex driving signals, such as
s = x1y1− 3(y1 + z1) (see Table 1 in [Parlitz et al., PRE
1996]).

http://www.hooklee.com
http://www.bnu.edu.cn
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Chaos Synchronization: Continuous Case

Phase synchronization of two bilaterally-coupled Rössler
systems [M.G. Rosenblum et al., PRL 1996]: φ̇1− φ̇2→ 0
and |φ1−φ2|< constant, where φi = arctan(yi/xi).

ẋ1 =−((1+∆ω)y1 + z1)+C(x2− x1)
ẏ1 = (1+∆ω)x1 +0.15y1

ż1 = 0.2+ z1(x1−10)

x1 ↓↑ x2
ẋ2 =−((1−∆ω)y2 + z2)+C(x1− x2)
ẏ2 = (1−∆ω)x2 +0.15y2

ż2 = 0.2+ z2(x2−10)

http://www.hooklee.com
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Chaos Synchronization: Continuous Case

Generalized synchronization of two Rössler systems
[Rulkov et al., PRE 1995]: x2 → x1, y2 → y1 + az1 + bz2

1,
z2→ z1. 

ẋ1 =−(y1 + z1)
ẏ1 = x1 +0.2y1

ż1 = 0.2+ z1(x1−5.7)

↓ x1
ẋ2 =−(y2 +(1−a)z2−bz2

2)−g(x2− x1)
ẏ2 = x2 +0.2(y2−az2−bz2

2)
+(a+2bz2)(0.2+ z2(x2−5.7))

ż2 = 0.2+ z2(x2−5.7)

http://www.hooklee.com
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Chaos Synchronization: Continuous Case

Lag synchronization of two hyperchaotic Rössler systems
[Chuandong Li et al., CSF 2005]: y1,2,3,4(t)→ x1,2,3,4(t−
τ). 

ẋ1 =−x2− x3

ẋ2 = x1−αx2 + x4

ẋ3 = x1x3 +β

ẋ4 =−0.5x3 +0.05x4

↓ s(t) = x1(t− τ)x3(t− τ)+∑
4
i=1 kixi(t− τ)

ẏ1 =−y2− y3

ẏ2 = y1−αy2 + y4

ẏ3 = y1y3 +β +
(
s(t)−∑

4
i=1 kiyi

)
ẏ4 =−0.5y3 +0.05y4

http://www.hooklee.com
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Chaos Synchronization: Discrete-Time Case

Impulsive complete synchronization of two Chua’s systems
[Yang, IJCC 2004]: x2→ x1, y2→ y1, z2→ z1.

ẋ1 = p(−x1 + y1− f (x1))
ẏ1 = x1− y1 + z1

ż1 =−qy1− rz1

↓ {x1(ti),y1(ti),z1(ti)}

ẋ2 = p(−x2 + y2− f (x2)), t 6= ti
ẏ2 = x2− y2 + z2, t 6= ti
ż2 =−qy2− rz2, t 6= ti∆x2

∆y2

∆z2

=−B

x1− x2

y1− y2

z1− z2

 , t = ti

http://www.hooklee.com
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Chaos Synchronization: Discrete-Time Case

Complete synchronization of two Hénon maps [Feki et al.,
CSF 2003] (m(k) is an external signal): x2→ x1, y2→ y1.x1(k +1) = 1−α

(
s(k)−

⌊
s(k)+P

2P

⌋
2P
)2

+ y1(k)

y1(k +1) = βx1(k)+0.05x1(k)(m(k)−1)

↓ s(k) = x1(k)m(k)x2(k +1) = 1−α

(
s(k)−

⌊
s(k)+P

2P

⌋
2P
)2

+ y2(k)

y2(k +1) = βx2(k)+0.05(s(k)− x2(k))

http://www.hooklee.com
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Chaos Synchronization: Discrete-Time Case

Noise-induced complete synchronization of two
intermittently-chaotic maps via a common random
driving signal [Minai & Pandian, PRE/Chaos 1998]:
|x2− x1| → 0.

u(k) ∈ {A,B}⇒

{
x1(k +1) = F(x1(k),u(k)),
x2(k +1) = F(x2(k),u(k)),

where F(x,u(k)) = tanh(µ(ax+u(k)))− tanh(µbx).

http://www.hooklee.com
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A Classification

• Chaotic Masking

• Chaotic Switching (Chaotic Shifting Key = CSK)

• Chaotic Modulation

• Chaotic Inverse System

• Chaos Control

F Hyperchaos (including Time-Delay Chaos)

F Chaos + Encryption (Yang’s 3rd Generation)

F Impulsive Synchronization (Yang’s 4th Generation)

F Projective Synchronization

F Re-Modulation
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3 Chaotic Masking

Assume that the plaintext signal is m(t), the transmitted
ciphertext signal is s(t), and the recovered plaintext signal
is m̃(t). 

ẋ1 = a(y1− x1)
ẏ1 = cx1− x1z1− y1

ż1 = x1y1−bz1

↓ s(t) = x1(t)+m(t)
ẋ2 = a(y2− x2)
ẏ2 = cs(t)− s(t)z2− y2

ż2 = s(t)y2−bz2

⇓
m̃(t) = s(t)− x2(t) m(t)
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Advantages

• The encryption structure is very simple.

• The plaintext signal is independent of the sender
system.

• The plaintext can be either analog or digital.

• Any more advantages?

http://www.hooklee.com
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Disadvantages

• The amplitude of the plaintext signal has to be much
smaller than the carrier signal.

• The plaintext signal cannot be exactly recovered,
due to two reasons:

– the plaintext signal perturbs the synchroniza-
tion at all times;

– even without the perturbation of m(t), the syn-
chronization error approaches to zero as t→∞.

• The plaintext signal has to be band limited to the
spectrum of the carrier signal.

http://www.hooklee.com
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Disadvantages: Security Problems

• A tradeoff exits between the robustness and the
sensitivity to parameter mismatch (i.e., the security
against the brute-force attack).

• It is essentially (structurally) insecure against many
kinds of attacks, such as Short’s NLD forecasting
attack, filtering attack, return-map attack, etc.

My opinion: pessimistic.
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4 Chaotic Switching (Chaotic
Shift Keying – CSK)

ẋ(0)
1 = a(0)(y(0)

1 − x(0)
1 )

ẏ(0)
1 = c(0)x(0)

1 − x(0)
1 z(0)

1 − y(0)
1

ż(0)
1 = x(0)

1 y(0)
1 −b(0)z(0)

1


ẋ(1)

1 = a(1)(y(1)
1 − x(1)

1 )

ẏ(1)
1 = c(1)x(1)

1 − x(1)
1 z(1)

1 − y(1)
1

ż(1)
1 = x(1)

1 y(1)
1 −b(1)z(1)

1

↓ s(t) = x(m(t))
1 (t)

ẋ2 = a(0)(y2− x2)
ẏ2 = c(0)s(t)− s(t)z2− y2

ż2 = s(t)y2−b(0)z2

⇓

m̃(t) =

{
0,

∫
∆t |x2− s(t)| ≤ ε

1,
∫

∆t |x2− s(t)|> ε

}
= m(t)
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Features and Advantages

• Only binary signal can be used as the plaintext, i.e.,
m(t) ∈ {0,1}.

• The plaintext signal can be exactly recovered (better
than chaotic masking).

• The plaintext signal is independent of the sender
systems.

• It is robust to channel noise (better than chaotic
masking).

• It is possible to use two completely different sender
systems.

http://www.hooklee.com
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Disadvantages

• The bit rate of the plaintext is relatively low.

• The sender part is more (double) complex than that
in chaotic masking scheme.

• A tradeoff exits between the robustness and the
sensitivity to parameter mismatch (i.e., the security
against the brute-force attack).

• It is also insecure against many kinds of attacks,
such as return-map attack, GS-based attack, power
energy attack, short-time period attack, etc.

http://www.hooklee.com
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Some Improved CSK Schemes

Differential CSK (DCSK) [Parlitz & Ergezinger, PLA
1994]

• Replace the two analog chaotic systems with a
discrete-time logistic map x(n + 1) = 1− a(x(n))2,
where a≈ 2.

• For the plaintext signal m(k) ∈ {−1,1}, the trans-
mitted ciphertext signal is s(n) = m

(⌊ n
N

⌋)
x(n).

• The recovery of the plaintext signal is achieved via
correlation detection:

m′(k) = sign

(
kN

∑
n=(k−1)N+1

s(n)x′(n)

)
.
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DCSK: Advantages and Disadvantages

• Different from CSK, DCSK is actually a digital sys-
tem robust to channel noises, without using chaos
synchronization. The synchronization between the
sender and the receiver systems are achieved by shar-
ing the same initial condition and control parameter.

• It is insecure against a return-map attack and a cor-
relation attack [Zhou & Chen, PLA 1997].

• Actually, it is a digital CDMA communication sys-
tem, not a secure communication system.

http://www.hooklee.com
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Multiple-Step CSK with Alternative Driving (MS-
CSK) [Palaniyandi & Lakshmanan, IJBC 2001]

• Multiple-Step Modulation (Switching): using 2n
different chaotic systems to enhance the security.

• Alternative Driving: using x(0,1)
1 and y(0,1)

1 alterna-
tively to replace the single driving variables.

* The two countermeasures were proposed to resist
the return-map attack.

http://www.hooklee.com
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Problems of MS-CSK [Shujun Li et al., 2004]

• To resist the brute-force attack with a complexity
2100, n≥ 50, which is too large for a practical cryp-
tosystem.

• It is insecure against known/chosen-plaintext at-
tacks based on return map cryptanalysis. The av-
erage number of required known/chosen plain-bits
is only 3n.

• It is easy to detect the switching times between the
two driving modes, then it is possible to separately
break the two sub-systems with the return-map at-
tack.

http://www.hooklee.com
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Pseudo-Random False Switching [Xu & Chee, IJBC
2004]

• One system parameter is switched by the plaintext
signal, and another system parameter is dynamically
switched according to the values of one or more
state variables (false switching events).

• The bit rate of the plaintext is even (much?) lower,
since (much?) more transient time is needed for the
receiver system to achieve synchronization with the
sender system.

• Security (still under study): It seems secure against
all known attacks. Another merit is the key space is
much larger than other CSK schemes. The sensitiv-
ity to parameter mismatch is not clear at present.

http://www.hooklee.com
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5 Chaotic Modulation

Chaotic Parameter Modulation ⊃ CSK
ẋ1 = 1

C1
(Gm(t)(−x1 + y1)− f (x1))

ẏ1 = 1
C2

(Gm(t)(x1− y1)+ z1)
ż1 = 1

L (−y1−R0z1)

↓ x1
ẋ2 = 1

C1
(Gm̃(t)(−x2 + y2)− f (x2)+K1(x1− x2))

ẏ2 = 1
C2

(Gm̃(t)(x2− y2)+ z2 +K1(x1− x2))
ż2 = 1

L (−y2−R0z2 +K1(x1− x2))
˙̃m(t) = k1sign

(
1

C1
G(y2− x2)

)
(x1− x2)

⇓
m̃(t) m(t)
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Chaotic Direct (Non-Autonomous) Modula-
tion

Example 1 : A Simple Case (Chua’s) [Wu & Chua,
IJBC 1993]

ẋ1 = 1
C1

(G(−x1 + y1)− f (s(t)))
ẏ1 = 1

C2
(G(x1− y1)+ z1)

ż1 = 1
L (−y1−R0z1)

↓ s(t) = x1(t)+m(t)
ẋ2 = 1

C1
(G(−x2 + y2)− f (s(t)))

ẏ2 = 1
C2

(G(x2− y2)+ z2)
ż2 = 1

L (−y2−R0z2)

⇓
m̃(t) = s(t)− x1(t) m(t)
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Chaotic Direct (Non-Autonomous) Modula-
tion

Example 2: The APD Case (Rössler) [Parlitz et al.,
PRE 1996]

ẋ1 =−(y1 + z1)=−(x1 + y1)+ s
ẏ1 = x1 +0.45y1

ż1 = 2+ z1(x1−4)+m(t)

↓ s = x1− z1
ẋ2 =−(x2 + y2)+ s
ẏ2 = x2 +0.45y2

ż2 = 2+ z2(x2−4)+ m̃
˙̃m = a((x2− z2)− s)= a(s̃− s)

⇓
m̃(t) m(t) when a > 4

http://www.hooklee.com
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Chaotic-Masking-Like “Chaotic Modulation”

Some researchers call the following enhanced chaotic
masking scheme chaotic modulation, due to the multipli-
cation between the plaintext signal and the carrier signal.

ẋ1 = a(y1− x1)
ẏ1 = cx1− x1z1− y1

ż1 = x1y1−bz1

↓ s(t) = x1(t)(1+ εm(t))
ẋ2 = a(y2− x2)
ẏ2 = cs(t)− s(t)z2− y2

ż2 = s(t)y2−bz2

⇓
When x2(t) 6= 0, m̃(t) = s(t)/x2(t)−1

ε
 m(t)

http://www.hooklee.com
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Features

• Both binary and analog plaintext signals can be
transmitted.

• The bit rate of transmission can be (not much)
higher than that of CSK.

• The plaintext signal influences the evolution of the
chaotic systems, so the recovery of the plaintext sig-
nal has to be achieved via an adaptive controller,
which is different for different chaotic systems and
modulated parameters.

• It is possible to transmit multiple plaintext signals
by modulating multiple parameter simultaneously,
though the recovery accuracy will be compromised.

http://www.hooklee.com
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Security

• A tradeoff exits between the robustness and the
sensitivity to parameter mismatch (i.e., the security
against the brute-force attack).

• Many chaotic modulation schemes have been found
insecure [K.M. Short, IJBC 1996; Tao Yang et al.,
PhysicaD/PLA, 1998], via different attacks.

http://www.hooklee.com
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A typical attack was demonstrated in [Tao Yang et
al., PLA 245(1998):495-510] by using fuzzy return
maps.
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6 Inverse System Approach [U.
Feldmann et al., IJCTA 1996]

• It is an incorporated approach of designing synchro-
nization and encryption.

• It has a good correspondence to the basic principle
of symmetry encryption in cryptology: C = E(P,K)
and P = D(C,K), where E(·, ·) and D(·, ·) are real-
ized with chaotic systems.

• However, it cannot be considered as a concrete en-
cryption structure, like chaotic masking, CSK and
chaotic modulation.

• Most chaotic cryptosystems designed via inverse
system approach are not sufficiently secure against
known/chosen-plaintext attacks, since the encryp-
tion structure is too simple.
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7 Chaos Control

Chaos control techniques can be used to target a chaotic
trajectory to represent a symbolic sequence, i.e., to trans-
mit a bit sequence for digital communications.

• Q: What about to generalize this idea for secure
communications?

• A: It is insecure to direct use it for secure communi-
cation, especially under the known/chosen-plaintext
attacks.

• Q: Is it possible to combine this method with other
scheme to design securer chaotic cryptosystems?

• A: Yes, it is possible. A scheme has been proposed
very recently in [Chien & Liao, CSF 24(2005):241-
255]. The security is still under study.
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8 Attacks AAA

Direct Extraction of the Plaintext

Estimation of the Carrier Signal

Parameter Identification

http://www.hooklee.com
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Direct Extraction of the Plaintext

Power Spectral (Filtering) Analysis

• Q: Does a chaotic system really have wide-band
power spectra?

• A: continuous chaos 6= white noise → it seems
impossible. The power spectra of many 3-D
chaotic systems are much simpler (i.e., worse) than
expected.

• Q: Does this mean that chaotic masking and (sim-
ple) CSK schemes always have limited applications?

• A: Yes (in my opinion).

http://www.hooklee.com
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A typical example: power spectra of the Lorenz system.
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Yet another example: power spectra of the Chen system.
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The third example: power spectra of the Rössler system.
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A real attack to a chaotic masking system based on
the Lorenz system.

In Fig. 1 the ciphertext logarithmic power spectra of the

cryptosystem described in Ref. [13, Section 5] is illustrated.

It can be observed that the plaintext signal clearly emerges

at 59/2p Hz and at 61/2p Hz over the background noise

created by the Lorenz oscillator, with a power 24 dB

relative to the maximum power of the ciphertext spectrum,

while the power density of the masking signal, for the same

frequency, falls below 280 dB.

To break the system, the chaotic transmitter of the

examples was simulated with the same parameter values

used in Ref. [13, Section 5]. To recover the plaintext no

chaotic receiver was used. Instead, the ciphertext was high-

pass filtered. The procedure is illustrated in Fig. 2. The

result is a perfect estimation of the plaintext. In fact, the

plaintext presence in the ciphertext is so evident that it can

be appreciated even with the naked eye.

It should be emphasized that our analysis is a blind

detection, made without the least knowledge of what kind of

non-linear time-varying system was used for encryption, nor

its parameter values, and neither its keys, if any. Other

avenues of attack are described in Refs. [8–12] and will not

be repeated here.

3. Other weaknesses and inconsistencies found

3.1. Precision issues

In Ref. [13] the application of an analog encryption

method to digital files is proposed, but no indication is given

about how to implement this encryption process. We

wonder how the described method, where a series of real

number is generated, can be used to encrypt digital values.

We are not told in which way the binary digits in the files are

mixed with the chaotic orbit generated by the Lorenz

attractor. This should have been thoroughly explained.

On the other hand, once the information is encrypted, as

it is an analogous signal, it should be converted to a digital

one to allow its transmission through the Internet. It should

be clarified with how many bits per sample the conversion

will be implemented and how the limited precision may

affect to the chaotic transmission system.

3.2. The key

In Ref. [13] it is not specified what the key is. It is

hinted that the key might consist of the initial conditions

of the chaotic system, but it is not clearly stated which

conditions, which their range is and what their precision or

sensibility is. Furthermore, the synchronization and thus

the decryption are independent of the initial conditions.

Consequently, initial conditions should not be part of

the key.

4. Conclusions

In Ref. [13], the use of the Lorenz chaotic attractor was

proposed for secure communications over Internet, but in

the same way as introduced in classical papers such as

Ref. [3]. Therefore, all the same mistakes that have been

pointed out in the past 10 years are reproduced. We have

Fig. 1. Power spectral density analysis of the ciphertext signal. The peaks at

59/2p Hz and at 61/2p Hz correspond to the plaintext frequency. The

spectrum was calculated using a 4096-point Discrete Fourier Transform

with a 4-term Blackman–Harris window.

Fig. 2. Plaintext recovery with ciphertext filtering attack. The high-pass

filter employed was a four-pole Butterworth with a frequency cutoff of

33 rad/s. Time histories of: (a) x component of the Lorenz chaotic attractor;

(b) the ciphertext, sðtÞ; (c) the plaintext, iðtÞ ¼ 10cosð60tÞcosðtÞ; (d) the

recovered plaintext with a high-pass filter.

G. Álvarez, S. Li / Computer Communications 27 (2004) 1679–16811680

In Fig. 1 the ciphertext logarithmic power spectra of the

cryptosystem described in Ref. [13, Section 5] is illustrated.

It can be observed that the plaintext signal clearly emerges

at 59/2p Hz and at 61/2p Hz over the background noise

created by the Lorenz oscillator, with a power 24 dB

relative to the maximum power of the ciphertext spectrum,

while the power density of the masking signal, for the same

frequency, falls below 280 dB.

To break the system, the chaotic transmitter of the

examples was simulated with the same parameter values

used in Ref. [13, Section 5]. To recover the plaintext no

chaotic receiver was used. Instead, the ciphertext was high-

pass filtered. The procedure is illustrated in Fig. 2. The

result is a perfect estimation of the plaintext. In fact, the

plaintext presence in the ciphertext is so evident that it can

be appreciated even with the naked eye.

It should be emphasized that our analysis is a blind

detection, made without the least knowledge of what kind of

non-linear time-varying system was used for encryption, nor

its parameter values, and neither its keys, if any. Other

avenues of attack are described in Refs. [8–12] and will not

be repeated here.

3. Other weaknesses and inconsistencies found

3.1. Precision issues

In Ref. [13] the application of an analog encryption

method to digital files is proposed, but no indication is given

about how to implement this encryption process. We

wonder how the described method, where a series of real

number is generated, can be used to encrypt digital values.

We are not told in which way the binary digits in the files are

mixed with the chaotic orbit generated by the Lorenz

attractor. This should have been thoroughly explained.

On the other hand, once the information is encrypted, as

it is an analogous signal, it should be converted to a digital

one to allow its transmission through the Internet. It should

be clarified with how many bits per sample the conversion

will be implemented and how the limited precision may

affect to the chaotic transmission system.

3.2. The key

In Ref. [13] it is not specified what the key is. It is

hinted that the key might consist of the initial conditions

of the chaotic system, but it is not clearly stated which

conditions, which their range is and what their precision or

sensibility is. Furthermore, the synchronization and thus

the decryption are independent of the initial conditions.

Consequently, initial conditions should not be part of

the key.

4. Conclusions

In Ref. [13], the use of the Lorenz chaotic attractor was

proposed for secure communications over Internet, but in

the same way as introduced in classical papers such as

Ref. [3]. Therefore, all the same mistakes that have been

pointed out in the past 10 years are reproduced. We have

Fig. 1. Power spectral density analysis of the ciphertext signal. The peaks at

59/2p Hz and at 61/2p Hz correspond to the plaintext frequency. The

spectrum was calculated using a 4096-point Discrete Fourier Transform

with a 4-term Blackman–Harris window.

Fig. 2. Plaintext recovery with ciphertext filtering attack. The high-pass

filter employed was a four-pole Butterworth with a frequency cutoff of

33 rad/s. Time histories of: (a) x component of the Lorenz chaotic attractor;

(b) the ciphertext, sðtÞ; (c) the plaintext, iðtÞ ¼ 10cosð60tÞcosðtÞ; (d) the

recovered plaintext with a high-pass filter.

G. Álvarez, S. Li / Computer Communications 27 (2004) 1679–16811680

Gonzalo Álvarez and Shujun Li, “Breaking network security based on
synchronized chaos,” Computer Communications, 27(16):1679-1681, 2004
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Yet another real attack to two chaotic masking sys-
tems based on the Lorenz system and the hyper-
chaotic Rössler systems.

signal for cryptographic purposes. A fundamental requirement of the pseudorandom noise used in cryptography is that

its spectrum should be infinitely broad, flat and of much higher power density than the signal to be concealed. In other

words, the plaintext power spectrum should be effectively buried into the pseudorandom noise power spectrum. The

cryptosystem proposed in [19] does not satisfy this condition. On the contrary, the spectrum of the signal generated

by the Lorenz oscillator is of narrow band, decaying very fast with increasing frequency, showing a power density much

lower than the plaintext at plaintext frequencies.

In [19] the sound of a water flow was used as the plaintext message m(t), but no details are given about its waveform

or power spectrum. From [19, Fig. 2] it can be appreciated that its amplitude is roughly 0.2. In our simulation we have

used, instead, a well defined plaintext signal m(t) = sin(2p16.352t), which corresponds to a pure tone sound of 16.35Hz,
which is the lowest note generated by a musical instrument, the C0 of a 32ft pipe of a pipe-organ [22,23] and with the

same peak amplitude of [19, Fig. 2], namely 0.2.

Figs. 1(a) and 2(a) illustrate the logarithmic power spectra of the ciphertext when the Lorenz attractor and the hyper-

chaotic Rössler attractor are used as the chaotic system, respectively, with the same parameter values previously described.

Fig. 1. Encrypted transmission of a plaintext of amplitude 0.2 and frequency 16.352Hz, by masking with the Lorenz system described

in [19]: (a) logarithmic power spectrum of the ciphertext; (b) retrieved plaintext by high-pass filtering of the ciphertext.

Fig. 2. Encrypted transmission of a plaintext of amplitude 0.2 and frequency 16.352Hz, by masking with the hyperchaotic Rössler

system described in [19]: (a) logarithmic power spectrum of the ciphertext; (b) retrieved plaintext by high-pass filtering of the ciphertext.

G. Álvarez et al. / Chaos, Solitons and Fractals xxx (2004) xxx–xxx 3
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Gonzalo Álvarez, Shujun Li, et al., “Breaking projective chaos
synchronization secure communication using filtering and generalized
synchronization,” Chaos, Solitons & Fractals, in press
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Return-Map Analysis
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Shujun Li et al., “Breaking a chaos-based secure communication scheme
designed by an improved modulation method,” Chaos, Solitons & Fractals,
in press
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Return-Map Analysis: DCSK
432 C. Zhou,TY Chen/Physics Letters A 234 (1997) 429-435 
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Fig. 1. (a) Return map r(n) w r(n + 1) without external noise. tt consists of two branches with label + I (dots) and -I (crosses) 

respectively. P_ and P+ are the intersect points of the two branches. (b) Return map r(n) N r(n + I ) (crosses) with external noise 

e E [ -0.2,0.2] The solid line is the clear map as in (a). The phase space is divided into six sections by three dashed lines, each having 

a corresponding label + I or - I. 
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Fig. 2. Illustration of extracting procedure of method I. (a) Return map r(n) N r(n + I), which contains noise e E I -0.6,0.6]. The 

points are no longer confined to the vicinity of the clear map as in Fig. lb, because d is larger. (b) The value of Ak. (c) Correctly 

extracted bits bi. 

Now we study the performance of this method in the 
presence of noise. We denote y(n) = x(n) + e’(n), 
where e’(n) = -2e*(n - 1) -4bkn(n - l)e(n - 1). 

Considering {x(n)}f$+(k-l)Ny {e(n)}~!l+(k_l)N’ 

{e’(n))t!l+(k-l)N as N-dimensional vectors xk, ek 

and elk respectively, we have 

kN 

CkN = 
c r(n)y(n) 

n=l+(k-1)N 

= bk(xk,xk) + (.rk, ek) + bk(xk,dk) + (ek,e'k), 

(11) 

Chang-song Zhou & Tian-lun Chen, “Extracting information masked by
chaos and contaminated with noise - Some considerations on the security of
communication approaches using chaos,” Physics Letters A, 234(6):429-435,
1997
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Return-Map Analysis: MS-CSK
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Shujun Li et al., “Return-Map Cryptanalysis Revisited,” submitted to IJBC,
2004
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Power Energy Analysis

signal is low-pas filtered and, finally, binary quantized. The low-pass filter employed is a four pole Butterworth with a

frequency cutoff of 0.5 Hz. The quantizer is an inverting Smith-trigger with switch on point at 80 and switch off point at

50.

The result is a good estimation of the plaintext, with tiny inaccuracies consisting of small delays in some transitions.

Note that the short initial error was also present at the beginning of the retrieved signal obtained with the authorized

receiver described in the author’s example.

It should be emphasized that our analysis is a blind detection, made without the least knowledge of what kind of

non-linear time-varying system was used for encryption, nor its parameters values, and neither its keys, if any.

3. Generalized synchronization attack

A more precise signal retrieving of the plaintext can be performed if we know what kind of non-linear time-varying

system was used for encryption, but still without the knowledge of its parameter and initial condition values.

We have implemented another attack by means of an intruder receiver based on generalized synchronization [3],

fairly simpler than the authorized receiver. We use the following receiver:

_̂x1
_̂x2
_̂x3

2
4

3
5 ¼

�r1 r2 0

0 �1 0

0 0 �b

2
4

3
5

x̂1
x̂2
x̂3

2
4

3
5þ

0

rx1 � x1x̂3
x1x̂2

0
@

1
A: ð11Þ

The plaintext recovery procedure consists of the estimation of the short time cross correlation between the ciphertext

and the recovery error. It is illustrated in Fig. 3. The first step consists of calculating the synchronization error of the

receiver Dx1 ¼ x1 � x̂1. Next the synchronization error Dx1 is multiplied by the ciphertext x1. Then this signal is low-pass
filtered. Finally, a binary quantizer is used to regenerate the plaintext. The low-pass filter employed is a four pole

Fig. 2. Power signal attack: (a) plaintext; (b) ciphertext, x1; (c) squared ciphertext signal, x21; (d) low-pass filtered squared ciphertext
signal; (e) recovered plaintext.

G. �Alvarez et al. / Chaos, Solitons and Fractals 21 (2004) 783–787 785

Gonzalo Álvarez et al., “Breaking parameter modulated chaotic secure
communication system,” Chaos, Solitons & Fractals, 21(4):783-787, 2004
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GS (Generalized Synchronization)
YANG et al.: BREAKING CHAOTIC SWITCHING USING GENERALIZED SYNCHRONIZATION 1065

(a) (b)

(c) (d)

(e)

Fig. 4. Recovering binary signal by using synchronization-based method [2] and MASE-based methods. (a) The binary message signal. (b) Synchronization
error of Chua’s circuit (authorized receiver) with the parameters corresponding to “0.” (c) Synchronization error of Chua’s circuit (authorized receiver) with
the parameters corresponding to “1.” (d) MASE generated by the third Chua’s circuit (intruder’s receiver). The window length for MASE isT = 1 ms. (e)
MASE generated by the Lorenz system (intruder’s receiver). The window length for MASE isT = 1 ms.

where is an arbitrary signal. As stated in [6], the above
system can be in the state of GS withany system which can
provided a scalar signal.2

The simulation result is shown in Fig. 4(e), which shows
the MASE generated by the Lorenz system. Again, we can

2Here, we do not want to discuss the possible weak point of the existing
definition of GS since we are only interested in a chaotic signalu which is
always bounded. In the case thatu is unbounded oru is discontinuous, how
to understand the existing definition of GS is an open problem.

easily use moving averaging and then thresholding to recover
the binary signal from (e).

B. High-Dimensional Case

From our intuition, we may hope that a high-dimensional
chaotic system which has more than one positive Lyapunov
exponent may be difficult to break by a GS-based method,
but the simulation results show that this is not the case. The
example is shown in Fig. 6. In this simulation, we use three
coupled Chua’s circuits as the transmitter, and the intruder’s
receiver is the same Chua’s circuit used in the simulation as

Tao Yang et al., “Breaking Chaotic Switching Using Generalized
Synchronization: Examples,” IEEE Trans. CAS-I, 45(10):1062-1067, 1998
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GS (Generalized Synchronization)

pletely differ from r and l, revealing that both systems are synchronized, although their amplitudes and phases do not

match exactly.

We have estimated and recorded the logarithm of the mean value of the squared error e2, i.e. the error power, for the
range of the intruder receiver system parameter values r* and r* that give raise to the chaotic behavior of the Lorenz

attractor, with the same transmitter system parameters of the numerical example presented in [19, Fig. 2] and the in-

truder receiver described by Eqs. (10) and (11). The results are presented in Fig. 4. The mean of e2 is computed along the
first 1.5s, after a delay of 0.5s to let the initial transient finish. It is clearly seen that the error grows monotonically with

the mismatch between the transmitter and receiver parameters {jr* � rj, jl* � lj}, and that the minimum error corre-

sponds to the receiver system parameters values {r*,l*} exactly matching the transmitter system parameters values

{r,l}.
The parameters value recovery procedure consists of the straightforward search for the minimum recovery error e.

Once the correct values {r*,l*} = {r,l} are found, the term x1 + y1 � x2 � y2 vanishes and the recovery error is just

equal to the plaintext signal m(t).

The search of the correct parameter values {r*,l*} can be done in the following way: first, select an initial value for
r* centered in its usable range; second, vary the value of l* until a minimum error is reached; third, keep this value and

vary the value of r* until a new minimum error is reached; four, check if the remaining error e is a clean recognizable

plaintext, if not repeat the second and third steps. Note that this method retrieves all at once the correct values of r*,l*,
and the plaintext.

The procedure is illustrated in Fig. 5, for a plaintext m(t) = cos(2p4t), whose frequency is so low that it cannot be

retrieved by the previously described direct high-pass filtering method. When the initial parameter values are chosen at

random as {r*,l*} = {16,70}, the corresponding error reaches a peak value near 70. Then the l* value is varied until a
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Fig. 3. Generalized synchronization of the Lorenz attractor: (a) plot of the sender variables z1 vs. x1, for {r,l} = {10,60}; (b) plot of

the sender variable z1 vs. the intruder receiver variable x2, for {r*,l*} = {10,80}; (c) plot of the sender variable x1 vs. the intruder

receiver variable x2, for {r*,l*} = {10,80}; (d) plot of the sender variable z1 vs. the intruder receiver variable x2, when

{r*,l*} = {40,80}. The initial conditions in all cases were: {x1(0),y1(0),z1(0),x2(0),y2(0)} = {0,0.2,30,20,1}.
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Short-Time Period (STZCR [T. Yang, IJCTA 1995])
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Fig. 7. Breaking adaptive observer-based chaos synchronization using Chua attrac-
tor: a) original binary information signal, i(t); b) the transmitted state variable
signal or ciphertext, x3(t); c) the short-time period signal, p(t); d) the clipped sig-
nal, p∗(t), after removing singular peaks and DC component; e) the low-pass filtered
signal, fp∗(t), revealing the modulation signal; f) recovered message signal, i∗(t),
after adequate detection.

20

Gonzalo Álvarez & Shujun Li, “Estimating short-time period to break
different types of chaotic modulation based secure communications,”
arXiv:nlin.CD/0406039, 2004
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Switching Detection

dimensionality’’ does not apply. The attractor and, at smaller
scales, trajectory bundles form a compact subspace within
this high dimension. A high dimension insured that similar
dynamics remained close where dissimilar dynamics, i.e.,
false neighbors, diverged. The bandwidthh was chosen heu-
ristically as the mean distance of the twelfth nearest neighbor
for c590, the largest attractor in terms of support. For com-
parison the mean distance forc525 was approximately 2.

Using the same reconstruction parameters, the test signal
yt was transformed into a trajectorybj in this reconstruction
space. Using Eq.~1!, weighted densities were determined for
each point in the reconstructed trajectory for each model re-
sulting in 66 time series of density values. A moving average
of 50 center of mass estimates@Eq. ~4!#, is displayed in Fig.
2. Figure 2 demonstrates that the estimationct8 closely fol-
lows the true parametrizationct with estimation errors
closely scattered aboutct . These errors are caused by the
trajectory taking time to converge to a new attractor after
each switching event. With a relatively small shifting period

of 2 s the trajectory spent a relatively long time in the basin
of the attractors it converged to after each switching event.
Errors arise because neighboring attractors can occupy each
others basin of attraction. This was best illustrated in the
beginning with the estimations generated after the initializa-
tion of the trajectory with an initial condition far from the
attractor. As the trajectory converged to the attractor, it
moved through high density areas in a number of models.

In chaotic key shift code cryptography a binary message
signal st is used to modulate a chaotic transmitter between
two nearby parametrizations. To transmit the message one of
the state variables is sent. The message signal is then de-
coded at the receiver through synchronization. Hyperchaotic
chaotic systems are generally considered more secure since
the geometric structure of an attractor is more complex
@8,16–18#.

To illustrate this, the authors of Ref.@8# demonstrated an
unmasking technique in the frequency domain which failed
for the unidirectionally coupled Lorenz system. The equation
of state of the coupled Lorenz systems was given by

u̇15216~u12v1!,

v̇1545.6u12v1220u1w1 ,

ẇ155~0.9u110.1u2!v12bw1 ,

u̇25216~u22v2!,

v̇2545.6u22v2220u2w2 ,

FIG. 2. Weighted density of state models were used to estimate
the sinusoidally varying parameterct using the center of mass ap-
proach in Eq.~4!. ct and ct8 are denoted by black and gray lines,
respectively.

FIG. 3. Weighted density of state models broke a chaotic key
shift code with a unidirectionally coupled Lorenz system as the
transmitter.~a! The transmitted signal.~b! The average density of a
200-point~2 s! reconstructed trajectory segment compared against
two weighted density of state models.$b%5$4.0% and $b%5$4.4%
are denoted by gray and black lines, respectively.~c! The recovered
~black line! binary message signalst8 found with maximum likeli-
hood. The message signalst ~dotted line! is included for compari-
son.

FIG. 1. State space of Lorenz system with sinusoidally varying
parameterct . The state variableu was used as the unknown signal
yt .

BRIEF REPORTS PHYSICAL REVIEW E66, 057202 ~2002!

057202-3

discussed in the last section.
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Figure 6: The first-order, second-order, 4th-order and 8-th order (from top to bottom) discrete-time differen-

tiations of the transmitted signal ds, where ∆t = 0.01.

In fact, it is even possible to directly separate the two sub-maps without calculating differentiations of ds.

Observing Fig. 3, one can find that the overlaps of the two sub-maps are not very significant, which makes it

possible to separate the two sub-maps directly from the alignment directions of consecutive points (Am, Bm).

When xs-driving is used for odd bits and ys for even bits, Fig. 7 shows the positions of the points (Am, Bm)

in the return map for 0 ≤ t ≤ 30. In spite of the existence of a few error points and ambiguous points,

which are mainly introduced by the faked maxima and minima near the switching times, it is still very easy

to distinguish which driving signal is used from the alignment direction of the points (Am, Bm) corresponding

to the current bit (i.e., to the current value of bs). The accidental error and ambiguous points can be easily

removed by filtering techniques.

Finally, we examine the attack complexity when both countermeasures are used in a secure communication

system. Since there exist 12n strips, the average number of plain-bits in known/chosen-plaintexts attacks will

be 2 ·3n = 6n, which means that the security against known/chosen-plaintext attacks is still rather weak. The

security against ciphertext-only attacks is relatively higher:
(

2 ·
(

2n
n

))2
. However, note that an attacker can

extract 50% of all plain-bits, even when he only exhaustively guesses the right bit assignment corresponding

to the xs-map or the ys-map. Thus, strictly speaking, the security against ciphertext-only attacks is still in

the order of 2 ·
(

2n
n

)

, i.e., the same as that under the condition that only the first countermeasure is used. As

mentioned above, to make the designed secure communication system sufficiently secure, n ≥ 50 is required,

10

[1] Christian Storm & Walter J. Freeman, “Detection and classification of
nonlinear dynamic switching events,” Physical Review E, 66(5):057202, 2002

[2] Shujun Li et al., “Return-Map Cryptanalysis Revisited,” submitted to
IJBC, 2004
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Estimation of the Carrier Signal

• The only known method is Short’s nonlinear
dynamic (NLD) forecasting technique [IJBC
1994,1996,1997; PRE 1998; IEEETCASI 2000].

• NLD forecasting technique is valid for many chaotic
masking and some chaotic modulation schemes (in-
cluding some hyperchaotic and time-delay systems).

• The basic idea is to reconstruct the embedded dy-
namics of the underlying chaotic systems from the
transmitted signal s(t), and then remove the esti-
mated carrier signal x̂1(t) from s(t) to get m(t).

• This technique cannot work well for most chaotic
modulation schemes, and cannot exactly recover the
plaintext signal.
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An example of NLD forecasting401 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—PART I: FUNDAMENTAL THEORY AND APPLICATIONS, VOL. 47, NO. 3, MARCH 2000

(a) (b)

(c)

(d)

Fig. 3. Experimental results of the approach of the return map method on
Schemes I and II. (a) Return map of pure chaotic signalx (t) in the Lorenz
system. (b) Scatter diagram of the return map constructed from the transmitted
signal in Scheme II [see Fig. 2(b)]. (c) Recovered speech signal from the return
map constructed from the transmitted signal in Scheme I. (d) Recovered speech
from (b).

V. DISCUSSIONS ANDCONCLUSIONS

For our proposed communication system, the error of the recon-
structed speech signal mainly consists of three parts: quantizing error
eq, channel distortionet, and desynchronization errored of chaotic
systems resulting from channel distortion. In the case of mutually sta-
tistical independence, the total noise power is

�
2

n = E[(eq + et + ed)
2]

= E e
2

q + E e
2

t + E e
2

d = �
2

q + �
2

t + �
2

d: (12)

The quantizing SNR of logarithmic PCM is much higher than that of
linear (uniform) PCM due to the more frequent occurrence of small
signal amplitudes than large ones in the speech signal. Because of
the nearly uniform distribution of chaotic signal amplitude, the mixed
signal distributes almost uniformly as well in the case of large CSR.
Therefore, linear PCM for mixed signal performs much better than log-
arithmic PCM (see Fig. 6). Although the quantizing error decreases
along with the decrease of CSR, too high a power of speech will result
in the leakage of the information spectrum and even the divergence of
the chaotic trajectory. Hence, the power of speech should be controlled
appropriately.

The standard PCM system adopts folded binary coding (FBC) be-
cause it gives a lesser distortion error than natural binary coding (NBC)

(a) (b)

(c)

Fig. 4. Experimental results of the attack of nonlinear forecasting on Schemes
I and II. (a) Reconstructed attractor from the transmitted signal in Scheme I. (b)
Reconstructed attractor from the transmitted signal of Scheme II. (c) Recovered
speech by nonlinear forecasting from (a).

(a)

(b)

Fig. 5. Experimental result of the identification-based attack on the proposed
scheme. (a) Identification procedure of parameterr for T = 0:05 andT =
0:12, respectively, the parameter in drive system isr = 45:6. (b) The time step
needed for successful identification with respect to different drive period.

IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—PART I: FUNDAMENTAL THEORY AND APPLICATIONS, VOL. 47, NO. 3, MARCH 2000 400

(a) (b)

(c) (d)

Fig. 2. Simulation result of Schemes I and II with speech signal. (a) Original speech signal. (b) Transmitted signal in Scheme II. (c) Power spectra of speech and
transmitted signals. (d) Power spectra of recovered signals of the two schemes.

reconstructed space is three-dimensional (3-D), i.e.,x = [x1; x2; x3].
By calculating the mutual information of the signal, the first minimum
turned out to be seven time steps and then the time-delay in reconstruc-
tion is seven as well. The basis functions for the expansion are chosen
to be polynomials up to the second order withn = 9. Fig. 4(c) is the
prediction result. Although it is not perfect, most of the key features are
still presented. Fig. 4(b) is the reconstructed phase space from the trans-
mitted signal in Scheme II. It contains little of the dynamical property
of the chaotic system and of course the information cannot be extracted
correctly.

C. Parameter Identification Method

From the transmission security point of view, usually we assume that
only the parameters of the transmitter and receiver are secret and that
the system structure is available for the intruders, that is, the system
parameters play a role of secret key in transmission. A basic require-
ment of a cipher system is that the intruder cannot attack the system by
exhausting all the possible keys from intercepted ciphertext. Here, the
chaotic parameter region is just the key space. Due to the extreme sen-
sitivity of the chaotic system on system parameters, the parameters of
the receiver are to be consistent with the transmitter's with enough pre-
cision. Hence, theoretically, the intruder cannot reconstruct the system
by the exhaustion method, i.e., the system is exhaustion attack secure.
In [10] and [11] it is proven that, for a drive-response synchroniza-
tion system, the parameters can be recovered using both the sensitivity
of chaos synchronization to parameter mismatch and optimization al-
gorithms. Nevertheless, by choosing carefully the drive period in our
scheme, the system is robust to this kind of attack.

Consider the systems (5) and (6), for simplicity we assume that only
r is used as secret key. Then (6) is rewritten as

_y1 = �y2 � �y1
_y2 = r̂y1 � y2 � 20y1y3 + �T (t) � (x2T � y2T�)

_y3 = 5y1y2 � �y3

(8)

wherer̂ is the parameter to be identified. The adaptive algorithm ex-
ploited in [10] is the Gauss–Newton method which is redescribed as
follows (see [10] for more details):

r̂(n+ 1) = r̂(n) + e(n) (n)=Ĥ(n) (9)

Ĥ(n) = �Ĥ(n� 1) +  2(n) (10)

where e(n) = x2(n) � y2(n) is the synchronization error,
x2(n); y2(n) are the values at timet = nT ,  (n) = @y2(n)=@r̂ is
the sensitivity of the output to an infinitesimal change of the parameter,
and� is the forgetting factor. Due to the sporadic driving used in this
system, the iteration is performed only at each drive timet = nT .
Writing (8) in its different form we have

 (n) = y1(n) ��t (11)

in which �t is the integration step. For a small drive period,r can
be identified quickly. With the increase ofT , the time step needed for
identification increases exponentially and we find that there exists an
upper bound of successful identification (see Fig. 5). For the chaotic
system and parameters in this paper, the upper bound isT � 0:1.
The main reason is that, in each drive moment, the drive signal and
the modification of parameter constrain and drive the driven system
following the expected trajectory. If the drive period is too large so as
to leave too much time for the system to evolve freely during two drive
moments, then (n) will not point correctly to the gradient direction
and, thus,̂r will run away from the expected value. Furthermore, for the
multiparameter identification, the upper bound will decrease greatly.
Therefore, if we choose a proper drive period in system design, the
system would be robust to this attack. In addition, we can modulate
the system parameter with information signal by exploiting the method
proposed in [12]. Then the identification procedure would fail to track
the variation of the parameter and thus recover the information.

401 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—PART I: FUNDAMENTAL THEORY AND APPLICATIONS, VOL. 47, NO. 3, MARCH 2000

(a) (b)

(c)

(d)

Fig. 3. Experimental results of the approach of the return map method on
Schemes I and II. (a) Return map of pure chaotic signalx (t) in the Lorenz
system. (b) Scatter diagram of the return map constructed from the transmitted
signal in Scheme II [see Fig. 2(b)]. (c) Recovered speech signal from the return
map constructed from the transmitted signal in Scheme I. (d) Recovered speech
from (b).

V. DISCUSSIONS ANDCONCLUSIONS

For our proposed communication system, the error of the recon-
structed speech signal mainly consists of three parts: quantizing error
eq, channel distortionet, and desynchronization errored of chaotic
systems resulting from channel distortion. In the case of mutually sta-
tistical independence, the total noise power is

�
2

n = E[(eq + et + ed)
2]

= E e
2

q + E e
2

t + E e
2

d = �
2

q + �
2

t + �
2

d: (12)

The quantizing SNR of logarithmic PCM is much higher than that of
linear (uniform) PCM due to the more frequent occurrence of small
signal amplitudes than large ones in the speech signal. Because of
the nearly uniform distribution of chaotic signal amplitude, the mixed
signal distributes almost uniformly as well in the case of large CSR.
Therefore, linear PCM for mixed signal performs much better than log-
arithmic PCM (see Fig. 6). Although the quantizing error decreases
along with the decrease of CSR, too high a power of speech will result
in the leakage of the information spectrum and even the divergence of
the chaotic trajectory. Hence, the power of speech should be controlled
appropriately.

The standard PCM system adopts folded binary coding (FBC) be-
cause it gives a lesser distortion error than natural binary coding (NBC)

(a) (b)

(c)

Fig. 4. Experimental results of the attack of nonlinear forecasting on Schemes
I and II. (a) Reconstructed attractor from the transmitted signal in Scheme I. (b)
Reconstructed attractor from the transmitted signal of Scheme II. (c) Recovered
speech by nonlinear forecasting from (a).

(a)

(b)

Fig. 5. Experimental result of the identification-based attack on the proposed
scheme. (a) Identification procedure of parameterr for T = 0:05 andT =
0:12, respectively, the parameter in drive system isr = 45:6. (b) The time step
needed for successful identification with respect to different drive period.

Zhenya He et al., “A Robust Digital Secure Communication Scheme Based
on Sporadic Coupling Chaos Synchronization,” IEEE Trans. CAS-I,
47(3):397-403, 2000
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Parameter Identification

Security vs. Robustness

• There exists an essential trade-off between the secu-
rity and the robustness of the chaotic cryptosystems
based on analog devices, since it is difficult (costly)
to maintain a very high accordance between the pa-
rameter values at the sender and the receiver ends.

• To ensure a key space of size not less than O(2100),
the chaotic systems must have a large number of
secret parameters.

• It makes brute-force attacks feasible in practice, via
an optimal searching algorithm.

http://www.hooklee.com
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Two general cases

the parameter is, the more sensitive the decryption process
will be, this is also verified by our numerical simulations!
parameteran the parameter of the last Ro¨ssler oscillator, as
the secret key for encryptions and define the keyspace by
keys that keep the last Ro¨ssler oscillator in the chaotic re-
gime. For Eve, she has all the knowledge about the transmit-
ter and the receiver exceptan , and she also knows the range
of the keyspace. Consequently, she can run the receiver, Eqs.
~6!–~9!, by choosing the trial keyan8 randomly within the
keyspace, and calculate the corresponding error function re-
sults by using Eq.~1!. In Fig. 1~a!, we plot the key basin for
the n52 APD model by using EFA,

e~a28!5
1

T E
0

T

uz18~a28!2z1~a2!udt, ~10!

with T the amount of time steps used for encryptions. It is
found that the whole keyspacea28P@0.44,0.46# forms a
single key basin, two straight lines with reversed slopes
dominate the behavior ofe(a28). The secret keya285a2

50.45 is located at the minimum pointe(a285a2)50. With
this structure, Eve can find the correct key easily through
some adaptive adjustments. For example, Eve can first try
arbitrarily two trial keys in the keyspace,a28(1) anda28(2),
and by comparing the respective values ofe, she will know
which direction she should be adjusting her next attempt. In
our simulations, only six to eight tests are needed to find the
proper location ofa2 . Furthermore, by using the slopes, we
can evaluatea2 proximately only by two trial keys. We refer
to this kind of key basin as thetriangle basinand the method
for key searching mentioned above as theadaptive adjust-
ment method~AAM !. It is obvious that this model has no
security against EFA.

In order to investigate the relationship between the di-
mension and the security in this type of scheme, we also plot
the key basins forn53,4,5 in Fig. 1~b!. As the dimension of
the system increases, the key basin changes only in shape,
but the structure of triangle basin still persists. This kind of
basin structure can also be found in other APD based models,
and in Fig. 2 we plot the related key basins for the model
used in Ref. 20. All parameters and dynamics of the systems
are those of the original paper and the parameter in the equa-
tion of the first variable is chosen as the key. We find that no
matter how high the system dimension is~the dimension
changes from 5 to 101 in our simulations!, the triangle basin

remains.~We should mention that as the system dimension is
increased, we also see a longer transient time before the tri-
angle basin becomes manifest.! Therefore, increasing the
system size~i.e., the dimension of hyperchaos! does not lead
to an increase in security for this encryption scheme. This
result is rather surprising, and this behavior should be seri-
ously considered whenever one hopes to reach high security
by increasing the dimension of chaotic system, or say, by
applying spatiotemporal chaos.

B. Coupled piecewise linear function „CPLF… model

For a long time, the piecewise linear function model has
been another popular nonlinear model investigated
extensively.21–23 There exists a well-developed theory of
piecewise linear maps which generate uniformly distributed
signals, and it is known that piecewise linear maps share nice
properties of invariant measures, ergodicity and statistical
independence.15 In Ref. 22, the authors proposed an efficient
encryption scheme based on coupled piecewise linear maps,
and they declared that such cryptosystems not only enjoy
high security, but also have an ‘‘immense parameter space’’
for key choosing even in lower dimensional encryption sys-
tems. Here we choose the five-dimensional system used there

FIG. 1. ~a! Key basin ofa28 for the
APD model composed of two coupled
Rössler oscillators,a250.45 is chosen
as the secret key.~b! Key basin ofa38 ,
a48 , anda58 for APD models with 3, 4,
and five coupled Ro¨ssler oscillators,
respectively.

FIG. 2. Key basins for the model used in Ref. 20.

131Chaos, Vol. 14, No. 1, 2004 EFA of chaos communications
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In this case, the key basin is the ranget8P@230,340#, and
considering the O(102) size of the entire keyspace, it is ob-
viously an easy job to determine the secret key by AAM as
in the cases discussed above.

D. Noise driven sequential synchronization „NDSS…
model

A hierarchically structured cryptosystem is proposed
recently,30 employing sequentially synchronized chaotic sys-
tems. Sequential synchronization is attained by first feeding a
noiselike signal to a variable of the first transmitter and its
receiver simultaneously and then feeding a variable of the
first transmitter and its receiver to a variable of the second
transmitter and its receiver, respectively, and repeating the
feedings of successive variables in sequence. Plaintext is
added directly to the variables to form the ciphertext on the
transmitter side, and is recovered by synchronization on the
receiver side. This is different from the encryption schemes
mentioned above, as the plaintext here is not involved in the
dynamics. Such an encryption scheme appears to have high
security, which can be enforced selectively: different users
can maintain different security levels according to the syn-
chronization level that can be reached. Here we consider the
cryptosystem composed of one Navier–Stokes oscillator and
one Lorenz oscillator, as used in Ref. 30, with both the trans-
mitter and the receiver sharing the same dynamics,

ẋ521.9x14@a1y1b1f ~ t !#z14uv,

ẏ527.2@a1y1b1f ~ t !#13.2xz,

ż524.7z27.0x@a1y1b1f ~ t !#1k,

u̇525.3u2xv,
~20!v̇52v23.0xu ~Navier–Stokes!,

ṗ5s@~a2q1b2z!2p#,

q̇5cp2~a2q1b2z!2pr,

ṙ 5p~a2q1b2z!2br ~Lorenz!,

where a1 , a2 , b1 , and b2 are the couplings,f (t) is the
noise signal which reads

f ~ t !550j sin@2p30.8~ 1
2 1j8!t#, ~21!

wherej andj8 are pseudorandom numbers within~0,1!.

With the parametersk, s, c, andb taken to be 36, 10.0,
28.0, and 8/3, respectively, fora151.2, b150.9, a250.9,
and b2522.5, both the transmitter and the receiver exhibit
chaotic behavior but can be synchronized. For public-
structure and known-plaintext attack, we choose the param-
eterk536 in the Navier–Stokes equations as the secret key
and consider the keyspacek8P@35,37#, where the whole
system stays in the chaotic regime and synchronization be-
tween the transmitter and the receiver can be achieved. In
our simulations, we choose the variablesv andr as the car-
riers, and use the EFA,

e~k8!5
1

T E
0

T

uv8~k8!2v~k!udt ~22!

and

e~k8!5
1

T E
0

T

ur 8~k8!2r ~k!udt. ~23!

The key basins are plotted for the Navier–Stokes system and
the Lorenz system in Fig. 5~a! and Fig. 5~b!, respectively.
Again we find the triangle basin in the Navier–Stokes sys-
tem, with a similar one for the Lorenz system, except with a
little distortion.~This appears to be typical for every variable
in this system chosen as the secret key.! The conclusion is
clear: the secret key can be easily determined using AAM
just as in the cases that we have discussed, and the claim for
high security does not seem to be justified. From the results
of our simulations, we do not see any improvement with
more complicated coupled chaotic systems.

E. One-way coupled map lattices

For a long time, coupled map lattices~CML! have been
used to investigate the complex behavior of spatiotemporal
chaos in many fields of nonlinear science.31 Recently, this
kind of system has been utilized for secure communication in
a number of encryption algorithms. In particular, the
one-way coupled map lattices~OCML! is extensively
used for self-synchronizing, spatiotemporal chaos-based
cryptosystems.32,33

The earlier works on OCML inherited the classical ideas
of chaos encryption: they regarded OCML as a special spa-
tiotemporal chaos system with inherent high computational
complexity and yet amendable to easy analysis.32 Later,
modified OCML models were proposed to make the systems

FIG. 5. The secret keyk536 is cho-
sen here, and the difference between
the trial keyk8 and the secret keyk,
Dk5k82k, is used as variable for the
horizontal axis.~a! The key basin for
the Navier–Stokes system,~b! the key
basin for the Lorenz system.

134 Chaos, Vol. 14, No. 1, 2004 Wang et al.
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Xingang Wang et al., “Error function attack of chaos synchronization based
encryption schemes,” Chaos, 14(1):128-137, 2004
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The Lorenz case

minimum of the error is found for l* = 60, it can be seen that now the peak error value after the initial transient is

reduced to about 15. Next, the r* value is varied until a new error minimum is reached for r* = 10, now the error

Fig. 5. Plaintext and parameter recovery of the Lorenz system by generalized synchronization analysis; the transmitter parameters are

{r,l,q} = {10,60,8/3}: (a) plaintextm(t) = cos(2p4t); (b) receiver error for unadjusted intruder receiver parameters {r*,l*} = {16,70};

(c) receiver error for partially adjusted intruder receiver parameters {r*,l*} = {16,60}; (d) receiver error for correct intruder receiver

parameters {r*,l*} = {10,60}; (e) receiver error for correct intruder receiver parameters {r*,l*} = {10,60}, and unadjusted function

F = �0.7x1 + 0.3,y1 + m(t).
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Two time-delay cases

C.-M. Kim et al. / Physics Letters A 333 (2004) 235–240 239

Fig. 4. Information recovery and characteristics of carrier signal. (a) Temporal behaviors of the transmitting signals; (b) transmitted information
signal (lower trace) and recovered information signal (upper trace); (c) auto-correlation of the carrier chaotic signal; (d) one-step prediction
error; (e) phase portrait of carrier chaoticsignal on time-delayed coordinate whereτ is 0.3 s, and (f) the variation of the difference motion
for synchronization efficiency depending on delay-time mismatch (circle dots) and parameter mismatch (square dots). The recovered signal is
obtained with running average over 20 s.

robust against small parameter mismatch but sensitive
to the delay time mismatch as in the coupled Henon-
logistic maps. When the delay time is mismatched by
0.8 s, one cannot recover the information signal. Thus
we can use the delay times as an efficient key in contin-
uous systems. In this model, the effective delay-time
interval for a key was 1.6 s.

Owing to these properties of synchronization, the
communication system using this method has a num-
ber of merits with respect to key security. (1) One can-
not obtain any information about the communication
key τ1 andτ2 from the carrier chaotic signal. (2) One
can change the key very easily just by changing the
delay times. (3) It is easy to increase the number of
chaotic systems and time-delay signals that can be
used as a key. Then we can generate a great number
of keys. (4) Since we use delay times as keys, the

security does not depend on the number of parame-
ters. Additionally, since our system uses time-delayed
chaotic systems, it ensures the following security mer-
its. (1) The properties of time-delayed chaotic sys-
tems such as increment of embedding dimension and
the number of positive Lyapunov exponent are main-
tained. (2) The temporal behaviors of the transmitting
signals are so strongly modified and uncorrelated so
that the system cannot be identified. It becomes ex-
tremely difficult to attack the information signal by
any of the existing attack methods[27].

In conclusion, we have proposed a key scheme by
using delay times in communication using chaos syn-
chronization. As a result the communication system
affords to generate a session key easily. Since key gen-
eration is regarded as one of the most important algo-
rithms in a crypto-system, our method will enhance

Chil-Min Kim et al., “Communication key using delay times in time-delayed
chaos synchronization,” Physics Letters A, 333(3-4):235-240, 2004
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A discrete-time case: The Hénon map

where c represents the encrypted message or ciphertext. This method of encryption is perfectly secure because the

encrypted message, formed by XORing the message and the random secret key, is itself totally random. It is crucial to

the security of the one-time pad that the key be as long as the message and never reused, thus preventing two different

messages encrypted with the same portion of the key being intercepted or generated by an attacker.

Eqs. (1) and (3) are used to generate a keystream fx1ð1Þ ¼ kð1Þ; x1ð2Þ ¼ kð2Þ; x1ð3Þ ¼ kð3Þ; . . .g. This keystream is

used to encrypt the plaintext string according to the rule

cðiÞ ¼ kðiÞ � mðiÞ ð8Þ

Therefore, if the attacker possesses the plaintext mðiÞ and its corresponding ciphertext cðiÞ, he will be able to obtain kðiÞ.
If the same key, i.e. the same parameter values, is used to encrypt any subsequent message in the future, it will generate

an identical chaotic orbit, which is already known. As a consequence, when cðiÞ and kðiÞ are known in Eq. (8), mðiÞ is
readily obtained by the attacker.

Obviously, when using this cryptosystem, regardless of the choice of the chaotic map, the key can never be reused. A

slight improvement to partially enhance security even when the key is reused consists of randomly setting the initial

point of the chaotic orbit at the transmitter end. Synchronization will guarantee that the message is correctly decrypted

by the authorized receiver. However, an eavesdropper would have more difficulty in using past chaotic orbits because

they will diverge due to sensitivity to initial conditions.

The previous attack requires that the attacker have a keystream as long as the ciphertext to be decrypted. Never-

theless, another successful attack can be conducted on the cryptosystem even when the attacker has access only to a

partial plaintext–ciphertext pair. In this case, the attacker only knows a portion of the keystream kðiÞ, m < i < n. Now

he faces the problem of how to decrypt a different portion of the ciphertext cðiÞ, i < m, or i > n, still encrypted with

the same key k ¼ fa; bg ¼ f1:4; 0:3g. The attack consists of finding a good approximation to the parameter values used:

the portion of plaintext already known is encrypted trying different parameters and compared to the real ciphertext. The

number of errors is recorded for every parameter value pair tested, and finally this information is plotted as a surface.

There must be a global minimum around the point corresponding to the key’s parameter values. This procedure is

illustrated in Fig. 4. As expected, the minimum is located around fa; bg ¼ f1:4; 0:3g. A different map for which the BER

surface plot is flat except at the exact key value should be chosen to prevent this known plaintext attack. A very high

sensitivity to parameter mismatch is required.

3. Conclusions

The proposed cryptosystem using the Henon map is rather weak, since it can be broken without knowing its

parameter values and even without knowing the transmitter precise structure. However, the overall security might be

highly improved if a different chaotic map with higher number of parameters is used. The inclusion of feedback makes it

possible to use many different systems with non symmetric non linearity as far as the whole space is folded into a

bounded domain to avoid divergence. However, to rigorously present future improvements, it would be desirable to

explicitly mention what the key is, how the key space is characterized, what precision to use, how to generate valid keys,

and also to perform a basic security analysis. For the present work [16], the total lack of security discourages the use of

this algorithm as is for secure applications.

Fig. 4. Parameter estimation through BER surface plot: (a) a-b-BER view, (b) a-BER projection and (c) b-BER projection. From (b)

and (c) the parameters can be very accurately estimated.

G. �Alvarez et al. / Chaos, Solitons and Fractals 21 (2004) 689–694 693

Gonzalo Álvarez et al., “Cryptanalyzing a discrete-time chaos
synchronization secure communication system,” Chaos, Solitons & Fractals,
21(3):689-694, 2004
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A discrete-time case: The tanh map [Minai & Pan-
dian, Chaos 1998]

Shujun Li et al., “Breaking a chaos-noise-based secure communication
scheme,” Chaos, in press, 2004
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Parameter Estimation

Direct Parameter Estimation

• The first method was proposed by T. Beth et al. in
EuroCrypt’94, which is based on Laplace transform
of the transmitted signal (for the Chua system).

• A different method was proposed in [Vaidya & An-
gadi, CSF 17(2-3):379-386, 2003] for the Lorenz sys-
tem and then was generalized to the Chua system
in [Ling Liu et al., PLA 324(1):36-41, 2004].

• It can work in an offline manner and needs only a
short-time segment of the transmitted signal.

• It can break both chaotic masking and CSK
schemes, and can be generalized to even more
chaotic systems.
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The Lorenz Case of Vaidya & Angadi’s

Assume that P = x, Q = ẋ, R = ẍ, S =
...
x . When P 6= 0, we

have

S = −P3a−P2Q+(abc−ab)P

+((−1−a)Qβ +(−a−b−1)R)+
QR+Q2 +Q2a

P

The above equation is a trilinear system with three un-
known parameters, which can be uniquely solved.

Bn;3 ¼ Pn

Now, once the B matrix and the G vector are computed, their relationship with the F vector of parameters is clearly

BF ¼ G

To get F from B and G, we need to invert B. It is desirable that the number of samples be greater than 4 to get an

over-determined system and then to use a generalized inverse. We used the singular value decomposition [7] for this

purpose.

11. Numerical results

We chose the test parameters to be used by the sender as

r ¼ 10:0

q ¼ 29:75

b ¼ 8

3

The initial conditions were

X ð0Þ
Y ð0Þ
Zð0Þ

2
4

3
5 ¼

1:874

2:056

19:142

2
4

3
5

The Lorenz equation was solved using the Runge–Kutta method. X ðtÞ was sampled at 3000 Hz. The receiver would

only have access to the data seen in the Fig. 1 below:

The first three numerical derivatives were obtained by using the highly accurate method, mentioned above. 100

surrounding points were taken at each point and the Taylor series was truncated after 20 terms.

The modified linear equation for the parameters was formulated for 20 points spaced 1/300 sec apart. So the actual

length of the signal needed to find the parameters was quite small.

The results for the function F were

F0 :¼ 9:9999952

F1 :¼ 2:6666621

F2 :¼ 26:666654

F3 :¼ 793:33275

Fig. 1.

P.G. Vaidya, S. Angadi / Chaos, Solitons and Fractals 17 (2003) 379–386 383
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Adaptive Synchronization (Control)

• Essentially speaking, it is an algorithm of searching
the secret parameters by minimizing the synchro-
nization error or optimizing other synchronization
criteria.

• It should work in an online manner, since the syn-
chronization performance has to be known to adjust
the next value of the guessed parameters.

• A lot of different methods have been proposed, not
limited in the area of chaotic cryptography. Some
hyperchaotic and time-delay chaotic systems are
also vulnerable to such an attacking method.

• It is another essential defect of analog chaos-based
secure communication systems.
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Some Typical References

• Toni Stojanovski et al, “A Simple Method to Reveal the Pa-
rameters of the Lorenz System,” IJBC, 6(12B):2645-2652,
1996

• Hervé Dedieu & Maciej J. Ogorza lek, “Identifiability and
Identification of Chaotic Systems Based on Adaptive Syn-
chronization,” IEEE Trans. CAS-I, 44(10):948-962, 1997

• Changsong Zhou and C.-H. Lai, “Decoding information by
following parameter modulation with parameter adaptive con-
trol,” Physical Review E, 59(6):6629-6636, 1999

• J.B. Geddes et al., “Extraction of Signals from Chaotic Laster
Data,” Physical Review Letters, 83(25):5389-5392, 1999

• Chao Tao & Gonghuan Du, “Decoding Digital Information
from the Cascaded Heterogeneous Chaotic Systems,” IJBC,
13(6):1599-1608, 2003
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Return-Map Method

3.2. Breaking the value of M

Once the values of x and /0 are known, one can further break the value of M via an iterative process, and then get

rid of the blurring effect on the return map by removing g0(t) from s(x, t). To do so, define an auxiliary signal

ŝðx; tÞ ¼ sðx; tÞ
cosðxt þ /0Þ þM 0 ¼

cosðxt þ /0Þ þM
cosðxt þ /0Þ þM 0 � Ax3ðtÞx1ðtÞ; ð5Þ

where M 0 is an estimation of M. Apparently, it is expected that the closer the value of M 0 is to M, the closer the signal

ŝðx; tÞ is to x̂13ðtÞ ¼ Ax3ðtÞx1ðtÞ. As a natural result, if M 0 changes from a value larger than M to a value smaller than M,

i.e. (M 0 > M)! (M 0 < M), the behavior of ŝðx; tÞ will gradually go closer to x̂13ðtÞ and then turn gradually far away

from x̂13ðtÞ onceM 0 crosses the pointM 0 =M. Therefore, there exists a global minimum at the pointM 0 = M. The exist-

ence of such a global minimum can be easily checked by observing the reconstructed return map from ŝðx; tÞ or ĵsðx; tÞj.
In Fig. 7, the return maps constructed from ĵsðx; tÞj with respect to different values of M 0 are shown. The reason why

ĵsðx; tÞj is used is that this reconstructed return map has a simpler structure than the map reconstructed from ŝðx; tÞ. The
following features can be found from the maps:

1. The closer the value of M 0 is to M, the thinner the branch width and the closer the return map reconstructed from

ĵsðx; tÞj is to the return map from jx̂13ðtÞj.

Fig. 7. Return maps reconstructed from ĵsðx; tÞj with different values of M 0. (a) M 0 =M + 0.9, (b) M 0 = M + 0.4, (c) M 0 = M + 0.1, (d)

M 0 = M + 0.01, (e) M 0 = M, (f) M 0 = M � 0.01, (g) M 0 =M � 0.02, (h) M 0 = M � 0.04, (i) M 0 =M � 0.06.

8 S. Li et al. / Chaos, Solitons and Fractals xxx (2004) xxx–xxx

ARTICLE IN PRESS

Shujun Li et al., “Breaking a chaos-based secure communication scheme
designed by an improved modulation method,” Chaos, Solitons & Fractals,
in press
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More Powerful Cryptographical Attacks

• The parameter-estimation attacks become much
easier in the chosen-ciphertext attacking scenario
[Guojie Hu et al., “Chosen Ciphertext Attack on
Chaos Communication Based on Chaotic Synchro-
nization,” IEEE Trans. CAS-II, 520(2):275-279,
2003].

• Divide-and-conquer attack (partially-known key at-
tack) is possible for some chaotic cryptosystems,
due to the fact that the key space is not a prod-
uct of all sub-keys.
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9 Countermeasures

Hyperchaos

A popular idea, but many systems based on hyperchaos
have been cryptanalyzed [Short & Parker, PRE 1998;
Storm & Freeman, PRE 2002; Tao et al., IJBC 2004; Al-
varez et al., CSF 2004].

Time-Delay Chaos

This idea is similar to hyperchaos, and some security de-
fects have been found recently by many researchers [Zhou
& Lai, PRE 1999; B.P. Bezruchko et al, PRE 2001; Pono-
marenko & Prokhorov, PRE 2002; Vladimir S. Udaltsov
et al, PLA 2003; Yan Zhang et al., CJP 2004].
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Chaos + Encryption

• It was proposed by Tao Yang et al. in 1997 and
called the 3rd-generation chaotic cryptosystem, and
this idea was followed by many other researchers
since then.

• I consider this idea as a basic remedy to enhance
the security of all exiting chaos-based chaotic cryp-
tosystems.

• Some security defects have been found in [Parker &
Short, IEEETCASI 2001; Shujun Li et al., Chaos, in
press]. It seems that the encryption function should
not be too simple (like Yang’s piecewise linear mod-
ular function).
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Impulsive Synchronization

Impulsive complete synchronization of two Chua systems:
x2→ x1, y2→ y1, z2→ z1.

ẋ1 = p(−x1 + y1− f (x1))
ẏ1 = x1− y1 + z1

ż1 =−qy1− rz1

↓ {x1(ti),y1(ti),z1(ti)}

ẋ2 = p(−x2 + y2− f (x2)), t 6= ti
ẏ2 = x2− y2 + z2, t 6= ti
ż2 =−qy2− rz2, t 6= ti∆x2

∆y2

∆z2

=−B

x1− x2

y1− y2

z1− z2

 , t = ti
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Some Facts

• It was proposed by Tao Yang et al. in 1997 and
called the 4th-generation chaotic cryptosystem, and
then this idea was followed by some researchers.

• The basic idea is to change the continuous driving
signal into impulsive (sporadic) driving signal(s), to
resist various kinds of attacks.

• Generally, all variables of the master system have to
be transmitted. A general form of the driving matrix
is

B =

k1 0 0
0 k2 0
0 0 k3

 .
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Security

• The fact that all variables of the master system have
to be transmitted may bring potential security prob-
lems.

• It is doubtful that impulsive synchronization can
provide an essential security against adaptive-
synchronization based attacks, though Zhenya He’s
work [IEEETCAS-I/JCSC 2000] showed that one
adaptive-synchronization based attack failed when
the drive period ∆T is sufficiently large.

• It seems that a chaotic cryptosystem based on im-
pulsive synchronization is insecure if the drive period
∆T is smaller than the bandwidth of the transmitted
chaotic signal(s).
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Re-Modulation

• Recently Bu & Wang [CSF 19(4):919 2004] pro-
posed a new method of enhancing the security of
chaotic masking and CSK schemes against return-
map attack, by re-modulating the transmitted ci-
phertext signal s(t) = x1(t) with an external periodic
signal g(t) = Acos(ωt +φ0)x3(t).

• Bu-Wang scheme was soon broken by three groups
of researchers independently [Chin Yi Chee et
al, CSF 21(5):1129 2004; Xiaogang Wu et al.,
CSF 22(2):367 2004; Gonzalo Álvarez et al., CSF
23(5):1749 2005], via similar (but different) attacks
based on zero-crossing point detection.
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Re-Modulation (Continued)

• Xiaogang Wu et al. improved the Bu-Wang scheme
by slightly changing the modulating signal to
avoid zero-crossing points: g(t) = A(cos(ωt +φ0)+
M)x3(t), where M > 1.

• Xiaogang Wu et al.’s modified scheme was soon bro-
ken again by Shujun Li et al. in 2004, by estimating
parameters of the modulating signal, ω, φ0 and M.

• From a cryptographical point of view, this method
is not very efficient, since the key space is not a
product of the two parts of the key.

• It is not clear whether or not this idea can be fur-
ther generalized by using aperiodic modulating sig-
nals, without maintaining the synchronization per-
formance.
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Projective Synchronization

• The first published proposal was contributed by Zhi-
gang Li & Daolin Xu [CSF 22(2):477 2004]. Two
different schemes have been proposed by Bing-Hong
Wang & Shouliang Bu in [IJMP-B 18(17-19):2415
2004] and by Chin Yi Chee & Daolin Xu [CSF
23(3):1063 2005].

• Li-Xu scheme has been broken by Gonzalo Álvarez
and his co-workers (including me ©) soon (including
a hyperchaotic case), via a filtering attack and a GS-
based attack (the latter is based the low sensitivity
to parameter mismatch).

• It seems that only using projective synchroniza-
tion cannot overcome the security problems of
chaotic cryptosystems based on other synchroniza-
tion modes.

http://www.hooklee.com
http://www.bnu.edu.cn


CCCS.CityU

Chaos

Synchronization

Chaotic Masking

Chaotic Switching

Chaotic Modulation

Inverse System

Chaos Control

AttacksAAA

Countermeasures

Slide 84 of 86

JJ II

J I

←↩ ↪→
Full Screen

Search

Close
ChaosCrypto
BNU, Beijing
January 2004

Discrete-Time and Digital Chaos

It is a completely different world, like ...

So, let us ...

KKKKKKKKK
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Thank you!

This presentation was made with Matthias Mühlich’s pdfwin pack-

age, and compiled with pdflatex and postprocessed with PPower4.
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