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Abstract

This paper presents a new image restoration method based on a linear optimization model which restores part of the image from structured side information (SSI). The SSI can be transmitted to the receiver or embedded into the image itself by digital watermarking technique. In this paper we focus on a special type of SSI for digital watermarking where the SSI is composed of mean values of 4 × 4 image blocks which can be used to restore manipulated blocks. Different from existing image restoration methods for similar types of SSI, the proposed method minimizes image discontinuity according to a relaxed definition of smoothness based on a 3 × 3 averaging filter of four adjacent pixel value differences, and the objective function of the optimization model has a second regularization term corresponding to a 2nd-order smoothness criterion. Our experiments on 100 test images showed that given complete information of the SSI, the proposed image restoration technique can outperform the state-of-the-art model based on a simple linear optimization model by around 2 dB in terms of average Peak Signal-to-Noise Ratio (PSNR) value and around 0.04 in terms of Structural Similarity Index (SSIM) value. We also tested the robustness of the image restoration method when it is applied to a self-restoration watermarking scheme and the experimental results showed that it is moderately robust to errors in SSI (which is embedded as a watermark) caused by JPEG compression (the average PSNR value remains above 16.5 dB even when the JPEG QF is 50), additive Gaussian white noises (the average PSNR value is approximately 18.4 dB when the noise variance $\sigma^2$ is 10) and image rescaling assuming the original image size known at the receiver side (e.g. the average PSNR value is approximately 19.6 dB when the scaling ratio is 1.4).
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1. Introduction

When it comes to image restoration, there are different scenarios with different problems to be solved. The classical image restoration problem refers to the operation of mitigating the visual quality degradation caused by some image processing steps [1]. Corruption may come in many forms like blur, noise, geometrical deformation, and camera misfocus. There are many existing algorithms for handling this type of image restoration problems, often based on an optimization model linked to some known information or model of the distortions.

There is another image restoration scenario where the image content is partly lost. Digital image inpainting is one of the image restoration techniques for handling this scenario. Many image inpainting approaches have been proposed in the literature [2, 3, 4, 5]. The aim of image inpainting is often to restore a natural-looking image, but the authenticity and accuracy of the image content in the missing region are not necessarily guaranteed. There is normally no available side information about the missing region.

The above two image restoration scenarios have been well studied in the literature and many different ap-
approaches have been proposed. Many approaches are built upon an energy minimization model involving a smoothness criterion and a regularization (data energy) term which counts some known statistical information about the signal and/or the distortion.

Yet another class of image restoration problems are those with deterministic structured side information (SSI) of the missing region. By structured, we mean some well defined side information about missing pixels is available somewhere. One typical problem is Discrete Cosine Transform (DCT) coefficients restoration where one or more DCT coefficients of each block are missing in DCT-transformed images, so they have to be restored from other available DCT coefficients. A special case of this problem is DC coefficients estimation from AC coefficients, and has been studied as early as in 1980s by Cham and Clarke [6] and new methods have also been proposed very recently [7, 8] which can find applications in cryptanalysis of selective multimedia encryption. The state of the art approach of solving this problem is to use a linear optimization model where the objective is to minimize the total discontinuity between all pixel pairs in the image (i.e. one form of total variation minimization). Compared with the traditional image restoration scenarios, in these models there are more additional constraints representing some SSI which cannot be easily incorporated into the objective function and could potentially make the problem harder to solve.

Th SSI based image restoration problems can also find applications in digital watermarking systems when the capability of recovering manipulated regions of a watermarked image is required (e.g. for forensic investigation purposes). In these applications, the SSI can be transmitted to the receiver or embedded into the image itself, so it is possible to choose the structure of the side information. In this paper, we focus on the application scenario where side information with a special structure is self-embedded as a digital watermark to assist image restoration at the receiver’s end. In this application, the self-restoration watermark will work with an authentication watermark to localize manipulated regions that need restoring. In the following we briefly overview some related work on self-restoration watermarking.

Ho et al. proposed a semi-fragile authentication watermarking algorithm with self-restoration capability using the Pinned Sine Transform (PST) in [9]. The tamper detection accuracy rate of this scheme was shown higher than 98% even with light non-malicious image processing operations. The bits as restoration watermark were generated from the image coefficients after PST, and embedded into the least significant bits (LSBs) plane of the original image. However, the LSB based self-restoration watermark is fragile and could be easily distorted. To reduce the size of the restoration watermark and to improve the robustness, Region of Interest (ROI) self-restoration schemes were proposed in [10, 11]. The two restoration schemes were shown more robust against JPEG compression. In addition, the quality of the restored image in ROI was improved compared with other Non-ROI restoration methods. However the size of the ROI is limited if any region of the image should be protected for potential manipulation.

If any region of the image needs protecting, much more information is required to be hidden in the restoration watermark. On the other hand, semi-fragile watermarking requires more robustness against common signal processing operations, which will normally limit the embedding capacity. How to balance the requirements for both higher capacity and more robustness is an open research question. Lin and Lin [12] introduced a semi-fragile watermarking scheme with self-restoration ability based on (t,n) secret sharing and Reed-Solomon (RS) code. The restoration watermark is generated from the four lowest DCT coefficients and encoded as an RS code. This watermarking scheme was shown moderately robust to image processing operations including JPEG compression, noise and brightness adjustment. One major issue of this scheme is that the percentage of the tampered region is limited to around 16.66%. Phadikar et al. [13] proposed a semi-fragile watermarking scheme for image restoration based on halftoning. The restoration watermark is generated by half-toning the down-sampled image, and then embedded in Low-High Level 1 (LH1) and High-Low Level 1 (HL1) subbands of Discrete Wavelet Transform (DWT) coefficients by the Quantization Index Modulation (QIM) method. Experiments showed that the tampered region could be restored if its size is less than 40% of the whole image. Wang et al. [14] proposed a semi-fragile self-restoration watermarking scheme based on linear regression. In this scheme, the mean value of each 4 × 4 block is used as the restoration watermark. After a tampered 8 × 8 block is identified, its four lowest DCT coefficients are restored from linear combinations of mean values of its four 4 × 4 sub-blocks, where the weights of linear combinations are obtained via linear regression. The algorithm was shown moderately robust to JPEG compression and the percentage of the tampered region can go up to 50%.

In this paper, we propose an enhanced image self-restoration method based on a linear optimization model with mean values of 4 × 4 blocks as SSI (i.e. the self-restoration information used in the semi-fragile water-
marking scheme proposed in [14]). Our experimental results on 100 test images showed that the proposed restoration method can recover the original image with better overall visual quality than the original linear regression based method and the simpler linear model in [8]. The image quality is assessed by both objective metrics (via two image quality assessment (IQA) metrics: Peak Signal-to-Noise Ratio (PSNR) and Structural Similarity Index (SSIM) [15]) and subjective means (by manual inspection of the authors).

The rest of the paper is organized as follows. In Section 2, a detailed description of our proposed restoration method is given. Then, the self-restoration watermarking system, from which the structured side information comes and to which the proposed restoration model is applied, is briefly introduced in Section 3. The experimental results of image restoration technique based on 100% correct SSI (i.e. ideal watermarking or a side channel for transmitting SSI) are reported and analyzed in detail in Section 4. Then the experimental results on watermarking-related performance of a self-restoration watermarking system equipped with the proposed image restoration method, especially the robustness of the image restoration performance against some common image processing operations, are exhibited and analyzed in detail in Section 5. Finally, Section 6 concludes the paper with future work.

2. Proposed Image Restoration Method

In this section we describe our proposed image restoration method when the SSI is composed of mean values of 4×4 blocks. For this particular type of SSI, the existing model for solving similar problems proposed in [8] seems to be a good choice but our experiments showed that this model does not work as well as expected – with high probability a restored 4×4 block is a uniform block whose pixel values are all equal to the mean value, which is the most trivial solution. The problem of the existing model revealed that a different model is required to handle this special type of SSI. Our proposed model is derived from the above simple model by making two major changes: 1) the discontinuity criterion is changed from the simple difference of each adjacent pixel pair to the result of averaging four adjacent pixel value differences centered in a 3×3 window; 2) an additional regularization term is added to the objective function to overcome side effects introduced by the generalized discontinuity criterion. In the remaining part of this section, we first explain how the model in [8] can be generalized to handle SSI especially this special type of SSI, highlighting problems to be solved. Then, we focus on our proposed new model and explain why the two introduced changes can help to improve the image restoration performance.

2.1. Original Model with SSI

The model in [8] is based on a well-known property of most natural images: the difference between adjacent pixels follows a Laplacian distribution with a zero mean and a small variance. Based on this property, the objective of the optimization model is set to minimize the sum of absolute values of differences between all adjacent pixel pairs. For the Laplacian distribution \( f(z) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{z^2}{2\sigma^2}} \), the maximum likelihood estimate (MLE) of the standard deviation \( \sigma \) is \( \frac{1}{n} \sum_{i=1}^{n} |z_i| \) when there are \( n \) observations of the distribution [16]. Therefore, minimizing the sum of absolute values of adjacent pixel differences is equivalent to minimizing the MLE of the underlying Laplacian distribution’s standard deviation \( \sigma \). This objective has a clear physical meaning of minimizing the global discontinuity (or maximizing global smoothness) in the image, and it can also be explained as a variant of the total variation (TV) minimization followed by many image restoration/enhancement methods. While this model was proposed to study a particular problem of recovering DCT coefficients in [8], it is actually a universal model and can be used to solve many problems with SSI where the side information is represented as a group of constraints. This model has been proved to perform well to restore missing DCT coefficients from known ones in [8]. The model can be described mathematically as follows:

\[
\begin{align*}
\min_{(i,j) \text{ and } (i',j') \text{ are adjacent}} & \sum_{(i,j) \text{ and } (i',j') \text{ are adjacent}} |x_{i,j} - x_{i',j'}| \\
\text{s.t.} & x_{i,j} = x_{i',j'}, \text{ if } x_{i,j} \text{ is known}, \\
& x_{\min} < x_{i,j} < x_{\max}, \text{ if } x_{i,j} \text{ is unknown}, \\
& A \leq f_{\text{SSI}}(x_{i,j}) \leq B,
\end{align*}
\]

where \( x_{i,j} \) and \( x_{i',j'} \) are two adjacent pixels, \( x_{i,j}^* \) is a known pixel value, \( x_{\min} \) and \( x_{\max} \) are the lower and upper bounds of unknown pixel values, and the last group of constraints represents the SSI related to a set of pixel values \( x_{i,j} \). For the DCT coefficients recovery problem studied in [8], the SSI is the relationship between pixel values and DCT coefficients. In this paper we focus on a different type of SSI, for which the last group of constraints becomes

\[
\forall k, \frac{1}{16} \sum_{(i,j) \in H_k} x_{i,j} = m_k,
\]

where \( m_k \) is a known pixel value.
where $B_k$ is the $k$-th $4 \times 4$ block in the image and $m_k$ is the known mean value of $B_k$.

The above model may look difficult to solve due to the involvement of the nonlinear function $|\cdot|$, but it can be easily linearized by introducing auxiliary variables $h_{i,j',f}$ and two more linear constraints:

$$x_{i,j} - x_{i',j'} \leq h_{i,j',f},$$  
(3)  
$$x_{i',j'} - x_{i,j} \leq h_{i,j',f},$$  
(4)  
and then change the objective to

$$\min \sum_{(i,j) \text{ and } (i',j') \text{ are adjacent}} h_{i,j',f}.$$  
(5)  

By making the above changes, the linearized model will have the same optimal solution as the nonlinear model (1) because each $|x_{i,j} - x_{i',j'}|$ will be tight at $|x_{i,j} - x_{i',j'}|$ of the optimal solution of the model Eq. (1). This can be explained by the fact that Eqs. (3) and (4) are equivalent to $0 \leq \max(x_{i,j} - x_{i',j'}, x_{i',j'} - x_{i,j}) = |x_{i,j} - x_{i',j'}| \leq h_{i,j',f}$. Since no any constraint is redundant, we propose to relax the objective or remove some constraint(s).

2.2. Our Proposed New Model

While the above model performs very well to recover missing DCT coefficients as reported in [8], our experimental results revealed that it does not work equivalently well for the SSI shown in Eq. (2): it tends to produce more uniform $4 \times 4$ block whose pixel values are all close to the mean $m_k$. While this does help to reduce the adjacent pixel differences within each $4 \times 4$ block, it brings blocking artifacts around block boundaries. An example about recovering the 10% right bottom corner of the test image “Lenna” can be found in Fig. 1(e) in which the blocking artifact is clearly visible along $4 \times 4$ block boundaries.

To overcome the problem of the model (1), we will need to modify the model so that it can look for solutions in a larger solution space. To achieve this, we can either relax the objective or remove some constraint(s). Since no any constraint is redundant, we propose to relax the objective by generalizing the smoothness criterion from the simple absolute difference of two adjacent pixel values to the result of a $3 \times 3$ averaging filter of four neighbouring adjacent pixel value differences. Mathematically, for each pixel $x(i,j)$ we define a generalized smoothness term $f(x_{i,j})$ as follows:

$$f(x_{i,j}) = \sum_{d \in \{-1,1\}} \sum_{(i',j') \in \{-1,1\}} (x_{i,j} - x_{i+d,j+d}),$$  
(6)  
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1It is possible to define $f(x_{i,j})$ as a weighted sum and the weights can be made locally content-adaptive. We leave this for future study.
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Heatmaps (a) and (b) show the results of applying the proposed model (9) to the test image “Lenna”:

- (a) The original image.
- (b) The watermarked image.
- (c) The watermarked image after its 10% right bottom corner was manipulated.
- (d) The image recovered by the linear regression model based on [14].
- (e) The image recovered by the proposed model (1).
- (f) The image recovered by applying the relaxed smoothness criterion to the objective function of the model (1).
- (g) The image recovered by the proposed model (9).

Figure 1: Experimental results of the three restoration methods on the test image “Lenna”: (a) the original image; (b) the watermarked image; (c) the watermarked image after its 10% right bottom corner was manipulated; (d) the image recovered by the linear regression model based on [14]; (e) the image recovered by the model (1); (f) the image recovered by applying the relaxed smoothness criterion to the objective function of the model (1); (g) the image recovered by the proposed model (9).

which changes the original smoothness term $x_{i,j} - x_{i',j'}$ (a single pixel value difference) to a sum of four pixel
value differences. Considering the fact that

\[ |f(x_{i,j})| \leq \sum_{d_i \in \{-1,1\}} \sum_{d_j \in \{-1,1\}} |x_{i,j} - x_{i+d_i,j+d_j}|, \]  

(7)

the new smoothness criterion does relax the objective to allow large adjacent pixel value differences. In other words, when \( f(x_{i,j}) \) as a sum of four terms has a small amplitude, each term inside may have a either small or large one. This enlarges the solution space by allowing local structures to appear in each \( 3 \times 3 \) window if we change the model objective function to

\[ \min \sum_{i,j} |f(x_{i,j})|. \]

(8)

Our experiments showed that making the above change to the model (1) does help to reduce blocking artifacts, but it also introduces some sparse but large local changes. An example of the recovered image is shown in Fig. 1(f) in which some white and black spots are clearly visible. Figure 2(a) shows the recovered \( \{h_{i,j}\} \) (i.e., \( \{|f(x_{i,j})|\} \)) with the sparse but rather high peaks here and there in the recovered image region. The side effect suggests that the relaxed smoothness criterion alone is not sufficient to guarantee good visual quality. Since the side effect is about the unwanted sharp local changes of \( \{h_{i,j}\} \), we proposed to apply the same relaxed smoothness criterion \( f(\cdot) \) to each \( h_{i,j} \) to get a regularization term \( h'_{i,j} \) which is added to the objective function in order to make the distribution of \( \{h_{i,j}\} \) more uniform. This has been proved effective as shown in Fig. 2(b) from which one can see that all the values of the recovered \( \{h_{i,j}\} \) become much smoother after the regularization term is added to the objective function. The maximum value of \( \{h_{i,j}\} \) drops from more than 64 to below 8. As a consequence, the overall visual quality of the recovered image is improved (see Fig. 1(g)).

With the relaxed smoothness criterion and the additional regularization term, our proposed optimization model becomes

\[
\begin{align*}
\min & \quad \sum_{i,j} \left( (1 - \lambda) \cdot h_{i,j} + \lambda \cdot h'_{i,j} \right) \\
\text{s.t.} & \quad x_{i,j} = x'_{i,j}, \quad \text{if } x_{i,j} \text{ is known}, \\
& \quad x_{\min} \leq x_{i,j} \leq x_{\max}, \quad \text{if } x_{i,j} \text{ is unknown}, \\
& \quad \frac{1}{16} \sum_{(i,j) \in B_k} x_{i,j} = m_k, \\
& \quad f(x_{i,j}) \leq h_{i,j}, \\
& \quad -f(x_{i,j}) \leq h_{i,j}, \\
& \quad f(h_{i,j}) \leq h'_{i,j}, \\
& \quad -f(h_{i,j}) \leq h'_{i,j}.
\end{align*}
\]

(9)
where \( f(\cdot) \) is the new smoothness criterion function defined by Eq. (6). In the above model the objective function is a weighted sum of two terms \( h_{i,j} \) and \( h'_{i,j} \) where the weights are \((1 - \lambda)\) and \( \lambda \), respectively and \( \lambda \) is a value in the range of \([0, 1]\). Our experimental results revealed that there is an optimal value of \( \lambda \) which is around 0.5 (meaning equal contributions of both terms to the objective). More further analysis and discussions on this issue can be found in Sec. 4.1. The first three groups of constraints are the same as those in the model (1), and the last two groups of constraints are about the two auxiliary variables \( h_{i,j} \) and \( h'_{i,j} \) for linearizing the actual terms \([f(x_{i,j})]\) and \([f(h_{i,j})]\).

3. Watermarking System

Since the structured side information comes from the self-restoration watermarking scheme proposed in [14], we demonstrate the performance of the proposed restoration model working with the watermarking scheme. In this section we briefly explain how this watermarking scheme works. We also made some changes to the original scheme to improve its performance. All the changes applied are independent of the image restoration phase and have no direct impact on the image restoration step. However, they could contribute indirectly to the image restoration results by providing more accurate SSI.

As with all other digital watermarking systems, the semi-fragile algorithm contains two parts: the sender side for watermark embedding, and the receiver side for image authentication and restoration using extracted watermarks. In the watermark embedding process as shown in Fig. 3, two types of watermarks are generated for each 8×8 block: a 6-bit authentication watermark (a pseudo-random number linked to the location of the block which are controlled by \( key_1 \)) and four restoration watermarks (mean values of four 4×4 sub-blocks of the 8×8 block, normalized to be in the range \([0, th \times 255]\) where \( th = 0.13 \)). Then the authentication watermark is embedded bitwise in 6 selected low-medium frequency DCT coefficients of a different 8×8 block using a one-to-one mapping linking two 8 × 8 blocks together under the control of \( key_2 \). The standard binary QIM method is applied as embedding method for each selected DCT coefficient. Each of the four restoration watermarks is embedded in one selected mid-frequency DCT coefficient of the same corresponding 8×8 block using the same mapping function under the control of \( key_2 \). The block mapping can be represented by \( g: A \rightarrow A \) where \( A = \{1, \ldots, M\} \times \{1, \ldots, N\} \) for an image of size \( M \times N \). Given such a mapping, the restoration watermark of Block \((i, j)\) is embedded in Block \((i', j') = g(i, j)\). The actual embedding process works as follows. Let \( x \) denote the selected DCT coefficient for embedding and \( w \) denote the restoration watermark, calculate \( r = \left\lceil \frac{x - w}{T_2} \right\rceil , \) then the DCT coefficient is changed to

\[
y = \begin{cases} 
    w + rT_2 - T_2, & \text{if } r \text{ is odd,} \\
    (T_2 - w) + rT_2 - \frac{T_2}{2}, & \text{if } r \text{ is even,}
\end{cases}
\]

where \( T_2 > 0 \) is the quantization step size. After both watermarks are embedded, inverse DCT is applied to each block and the watermarked image is obtained.

![Figure 3: The process of watermark embedding.](image)

![Figure 4: The process of image content authentication and self-restoration.](image)
greater than one), the block is pre-marked as possibly manipulated. After all the blocks in the whole image are pre-marked, for each block \((i, j)\) pre-marked as "possibly manipulated", we check the pre-mark of the block \(g^{-1}(i, j)\). If \(g^{-1}(i, j)\) is also marked as "possibly manipulated", we keep block \((i, j)\)'s mark as it is; otherwise block \((i, j)\)'s mark is changed to "not manipulated".\(^2\)

At the end of the authentication process, we apply the mathematical morphology area opening operation twice to remove isolated blocks which are considered as false positives and false negatives respectively. Finally, if the block is authenticated as manipulated, the restoration watermark is extracted from the block where the watermark of the tampered block is saved using the following method. Let \(\tilde{w}\) denotes the extracted watermark and \(\tilde{x}\) denotes the DCT coefficient from which \(\tilde{w}\) is extracted, calculate \(\tilde{r} = \left\lfloor \frac{\tilde{x}}{2} + \frac{1}{2} \right\rfloor\), then

\[
\tilde{w} = \begin{cases} 
\mod(\tilde{x} + \frac{T_2}{2}, T_2), & \text{if } \tilde{r} \text{ is odd,} \\
T_2 - \mod(\tilde{x} + \frac{T_2}{2}, T_2), & \text{if } \tilde{r} \text{ is even,}
\end{cases}
\] (11)

where \(T_2 > 0\) is the same quantization step size used in the embedding process. There are two processing strategies for image restoration on how to handle a manipulated (as detected) block \((i, j)\) whose corresponding block at location \(g(i, j)\) is also marked as manipulated. For the first strategy is to still use the extracted restoration watermark from Block \(g(i, j)\) as the SSI was still correct and the other one is to regard the extracted restoration watermark from Block \(g(i, j)\) as wrong information and delete the constraint corresponding to the "wrong" SSI from the model (9). After all restoration watermarks are extracted, the restoration model takes the tampered image and the restoration watermarks as the input to produce the restored image.

\[\text{We used 100 gray-scale test images of size } 256 \times 256 \text{ for assessing the image restoration model, which are all widely used standard test images gathered from different public sources such as the CVG-UGR database \[18\] and the USC-SIPI database \[19\]. When the original images in the public sources are not } 256 \times 256, \text{ we rescaled them or cropped them to be of size } 256 \times 256. \text{ When the original images are true-color ones, we converted them to gray-scale editions using MATLAB’s rgb2gray() function. To judge the visual quality of recovered images, we used two objective IQA metrics, PSNR and SSIM, and also manually inspected all recovered images to confirm their subjective quality. The PSNR and SSIM values are calculated for the recovered region only because the other part does not contribute to the performance evaluation of the image restoration models. In this section, we assume the SSI is 100% accurate to the receiver (which corresponds to an ideal watermarking algorithm) so that we can focus on the performance of the image restoration itself independent of the underlying watermarking scheme.}

In this section we report experimental results on three aspects. Firstly, in Sec. 4.1, experimental results are given on the relationship between the regularization term’s weight \(\lambda\) and the quality of restored image in order to clarify how the two terms (the relaxed smoothness criterion and the regularization term) influence the overall image restoration results. The main conclusion of our study on this aspect is that the optimal value of \(\lambda\) is 0.5, meaning that both terms in the objective function contribute equally to the final result at the optimum point. Secondly, Section 4.2 shows experimental results on performance evaluation and comparison of the following three image restoration methods: the linear regression based method proposed in \[14\] (M1), the simpler linear optimization model (1) with mean values of 4 \times 4 blocks as the SSI (M2), and the proposed new model in (9) (M3). Finally, the computational complexity of the proposed image restoration method is analyzed in Sec. 4.3.

4.1. Impact of Weights on Performance

The proposed model’s objective contains two terms now: the relaxed smoothness criterion and a regularization term. Both terms are weighted by a value in \([0, 1]\). The weights \(\lambda\) and \(1-\lambda\) actually define the relative contributions of the two terms to the final objective. To better understand how the weights influence the final image restoration results, we conducted some experiments with different values of \(\lambda\). Note that both weights are summed to 1, so there is only one independent weight and results on one weight covers another one naturally.
Figures 5 and 6 present the PSNR and SSIM values of 100 recovered images and the mean values across all images when the value of $\lambda$ changes from 0 to 1 with a step size 0.1. As shown in Figs. 5(a) and 6(a), for all test images one can observe the following general pattern: the image quality remains rather consistent before a specific value of $\lambda$ but drop more significantly after $\lambda$ goes beyond that value. A closer look at the results when $\lambda \in [0, 0.9]$ revealed that there is actually an optimum value of $\lambda$ at the point of 0.5, as shown in Figs. 6(b) and 6(b). This implies that both terms in the objective function contribute to the final results equally so they complement to each other in an exactly balanced manner. The sharp drop of performance at the right end of the curve (corresponding to $\lambda = 1$) is not surprising because this value means complete removal of the smoothness term which is against the general principle of the image restoration model. On the other hand, when $\lambda = 0$ the results are still reasonably acceptable because without the regularization term the model can still work although with worsened performance. As a whole, the experimental results suggest the following two facts: 1) the first term (the relaxed smoothness criterion) is more important than the regularization term; 2) the regularization term helps to suppress side effects of the relaxed smoothness criterion to improve the overall image restoration quality.

Figure 7 shows the experimental results of recovering the test image “Lenna” using the proposed image restoration model with different values of $\lambda$. As illustrated in Fig. 7(a) when $\lambda = 0$, there are some sparse but obvious “pepper and salt” like noises in the recov-
4.2. Comparison of Different Restoration Methods

In this subsection, we compare our proposed the three image restoration models (M1, M2 and M3) against each other, leading to the conclusion that M3 (the proposed new model) is the best among the three. To compare the performance of each pair methods, we copied the 10% left upper corner to the 10% bottom right corner of each test image to see how well the manipulated region can be recovered by the two methods.

4.2.1. Performance Comparison: M2 vs. M1

The performance of M2 is shown in Fig. 8 in terms of image quality improvement it provides over M1. While for the majority of tested images the PSNR and SSIM values are improved, our manual inspection of the recovered images revealed that the images recovered by M2 still have clearly visible blocking artifacts along the boundary of many 4 \times 4 blocks. Although there are a few individual images looking like “dominating” the PSNR results, our manual inspection revealed that these high peaks in PSNR results do not represent perceptually much better quality. Instead, we consider SSIM results more accurate since it is well known in the field that SSIM matches subjective quality better than PSNR [20] and our observations match with what we saw in the SSIM results. A closer analysis into the recovered pixel values further revealed that M2 often produces rather smooth 4 \times 4 blocks so there is no finer structure in those blocks. Figures 1(d) and 1(e) show the “Lenna” images recovered by M1 and M2, respectively. One can see that both methods suffer from blocking artifacts although M2 at a lower level.

In order to verify the reliability of the inference above statistically, we applied paired t-tests to the PSNR and SSIM values obtained with M2 and M1. The results showed that the improvements of M3 over M1 and M2 are statistically significant for both PSNR (p-values are 7.9 \times 10^{-18} and 5.9 \times 10^{-16} for “M3-M1” and “M3-M2”, respectively) and SSIM results (p-values are 3.4 \times 10^{-40} and 5.9 \times 10^{-21} for “M3-M1” and “M3-M2”, respectively).

4.2.2. Performance Comparison: M3 vs. M2 and M1

The performance of M3 is shown in Fig. 9 in terms of image quality improvement it provides over M1. It is clear that M3 outperforms M1 consistently, with an average gain of 1.92 dB for PSNR and an average increase of approximately 0.04 for SSIM. There are only two images whose SSIM values are lower when M3 is used, but our manual inspection did not reveal any noticeable visual difference. We also manually inspected all other 98 images recovered by each of the three methods, and confirmed that M3 was indeed able to remove most blocking artifacts and could produce images with better visual quality than M1 and M2. See Figs. 1(d), 1(e) and 1(g) for example recovery results of the three methods.

In order to verify the the above performance comparison results statistically, we applied paired t-tests to the PSNR and SSIM values obtained with M3, M2 and M1. The results showed that the improvements of M3 over M1 and M2 are statistically significant for both PSNR (p-values are 7.9 \times 10^{-18} and 5.9 \times 10^{-16} for “M3-M1” and “M3-M2”, respectively) and SSIM results (p-values are 3.4 \times 10^{-40} and 5.9 \times 10^{-21} for “M3-M1” and “M3-M2”, respectively).

4.3. Computational Complexity of M3

We also analyzed the time complexity of the proposed image restoration method to investigate its computational efficiency. Given an M \times N image with r percentage of pixels modified, the mathematical model presents an optimization problem with 3MN variables. For our problem, the pixels in the unmodified region are actually known variables. Thus, the amount of time taken by running our restoration algorithm is dependent on 3rMN variables only. We tested different size of images with different percentage of modification, and recorded the running time consumed by the restoration process of each test image. The relationship between the time t (seconds) and the number of restored pixels x = rMN can be fit well as a polynomial function y = a \cdot x^2 \cdot 4.836, where a = 7.6435 \times 10^{-10}. It is thus likely the time complexity of M3 is \mathcal{O}(rMN^2.5). Taking the image “Lenna” of size 256 \times 256 as an example, the running time for recovering 10% content is approximately 3.46 seconds. While the time consumed is relatively long (which is not surprising for a model based on optimization), it is still acceptable for the target application where no real-time processing is required.

5. Experimental Results on Watermarking-related Performance

In this section, we report experimental results when the proposed image restoration model and other two
competitive models work with “realistic” (i.e. not 100% correct) SSI recovered by the underlying watermarking algorithm. As we mentioned in Section 3, there are two restoration processing strategies in the watermarking algorithm for handling blocks whose restoration watermarks extracted from blocks marked as “manipulated”. In our experiments, we chose the first strategy because 1) the blocks storing the restoration watermarks may be false positives; 2) our experiments showed the first strategy outperforms the second slightly. After the wa-
watermarking algorithm is implemented, we applied the three image restoration methods to it in order to test the overall performance of the watermarking system and the three image restoration methods working with the watermarking system. In the remaining part of this section, we first give some results on the general properties of the underlying watermarking system without covering robustness. Then, we present experimental results about robustness of the three image restoration methods in the context of the underlying watermarking algorithms.

5.1. Performance of Underlying Watermarking Algorithm

Since our proposed image restoration method is simulated with a specific semi-fragile watermarking algorithm, here we present some results to show different properties of the watermarking algorithm excluding the robustness against various image processing operations. These properties include capacity, imperceptibility, authentication accuracy and restored image quality without any attacks when the SSI is embedded using the underlying watermarking algorithm (which may not produce 100% correct SSI at the receiver side). The same 100 256×256 gray-scale images were used to test the watermarking algorithm.

As we introduced in Section 3, the capacities of the two authentication and restoration watermarking embedding methods are 6 bits per 8×8 block for authentication watermark and 4 scaled mean values of 4×4 blocks per 8×8 block for restoration watermark, respectively. The imperceptibility of the watermarking algorithm is measured by both PSNR and SSIM. Note that the above are not maximum capacities of the corresponding watermark embedding methods. On average, the quality of watermarked image achieves PSNR≈37.41 dB and SSIM≈0.9510. The authentication accuracy of the watermarking algorithm is measured in terms of the false positive rate (FPR) and the false negative rate (FNR). False positive (FP) refers to blocks in the non-manipulated region which are falsely detected as manipulated ones, and false negative (FN) refers to blocks in the manipulated region which are falsely detected as non-manipulated ones. Our experimental results showed that the watermarking system was able to achieve a nearly perfect authentication rate when the watermarked image does not go through any lossy processing: the average FPR is just 0.3% and the FNR is 0 for all the 100 test images. The quality of recovered image achieves nearly same results as analyzed in Section 4 since the manipulated region can be 100% correctly authenticated (i.e. FN probability is 0) and the restoration watermark can be extracted without lossy information (i.e. the SSI is nearly 100% correct) when the watermarked images does not go through any lossy processing.

Figure 10 illustrates an example of the whole watermarking process in the case that the image is maliciously manipulated by collage attack proposed by Fridrich in [21]. As demonstrated here, Fig. 10(a) and 10(b) are two watermarked images produced by using the same key. Then, as shown in Fig. 10(c), the boat in Fig. 10(b) is copied-and-pasted to the same place in Fig. 10(a). At the receiver side the authentication watermark is extracted by the previously mentioned watermarking algorithm and Figure 10(d) illustrates the attacked regions as detected by the image authentication process. Finally, for each 8×8 block in the detected regions, the corresponding restoration watermark is extracted and Figs. 10(e)-10(f) show the restored image and a close-up look of the attacked region which has a
good subjective visual quality.

5.2 Robustness Comparison

We also conducted some experiments to see if the proposed method M3 is more robust against some image processing operations than the other two methods M1 and M2. To this end, various non-malicious attacks including lossy JPEG compression, additive Gaussian white noise and rescaling were applied to the same 100 test images with 10% content modified. Table 1 shows the average values of FPR and FNR of authentication rate, and average values of PSNR and SSIM of the recovered images after the test images were JPEG compressed with QF from 100 to 50, additive Gaussian white noise was added with variance $\sigma^2$ from 1 to 10, and the image were rescaled with a ratio from 0.7 to 1.5. For each row the boldfaced results show the best PSNR and SSIM values across the three compared image restoration methods.

For JPEG compression, the authentication false rate remains quite low (i.e. $FPR \leq 2.43\%$ and $FNR \leq 0.01\%$) until JPEG QF reaches 50. The results for recovered image quality show that M3 keeps performing better than M1 and M2 until QF decreases to around 70-75 after which M2 produces slightly better results. This suggests that M3 is slightly less robust than M2. However, this should not be seen as a real drawback because the quality of recovered images becomes very close when QF drops below 75, so all three methods have similar performance.

For additive Gaussian white noise, the authentication rate of the underlying semi-fragile watermarking algorithm represented good robustness for all the tested image operation (FPR $\leq 4.78\%$ and FNR $\leq 0.08\%$). The results for recovered image quality show that M3 performs better than M1 and M2 for all the variance values when the image quality is evaluated by SSIM, although the PSNR of M3 produces slightly worse results when the variance $\sigma^2 \geq 4$. Since it is well known in the field that SSIM matches subjective quality better than PSNR, we consider SSIM results to be more accurate.

For rescaling test we assume that the information about the original image size is either fixed (e.g. in CCTV applications) or the original size is transmitted to the receiver via a side channel (which could be a third watermark embedded). Under this assumption, we first converted the rescaled image back to its original image size, and then extracted watermark by the same method for image content authentication and self-restoration. From Table 1 we can see that the performance is rather bad for both authentication and restoration when the scaling ratio down to 0.7, and relatively poor when the scaling ratio up to 1.5. When the scaling ratio goes closer to 1, there is a general trend for the performance to become better both in terms of PSNR and SSIM. Generally speaking, judging from PSNR results M2 is the best among the three methods but from SSIM results M3 is the best. Since SSIM is a more accurate objective IQA metric than PSNR as we mentioned before, we believe M3 is more capable of producing perceptually better results than M1 and M2. As a whole the

\footnote{We actually used the normalized values of the variance ($\sigma^2/255^2$) in our MATLAB code since they are what the MATLAB function `imnoise()` requires.}
Table 1: Robustness against some image processing operations of different self-restoration watermarking methods.

<table>
<thead>
<tr>
<th>Authentication Rate</th>
<th>PSNR (dB)</th>
<th>SSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M1</td>
<td>M2</td>
</tr>
<tr>
<td>JPEG Compression</td>
<td></td>
<td></td>
</tr>
<tr>
<td>QF = 100</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>23.567</td>
<td>24.685</td>
</tr>
<tr>
<td></td>
<td>23.270</td>
<td>24.302</td>
</tr>
<tr>
<td></td>
<td>22.654</td>
<td>23.587</td>
</tr>
<tr>
<td></td>
<td>21.805</td>
<td>22.597</td>
</tr>
<tr>
<td></td>
<td>20.955</td>
<td>21.622</td>
</tr>
<tr>
<td></td>
<td>20.212</td>
<td>20.796</td>
</tr>
<tr>
<td></td>
<td>19.351</td>
<td>19.938</td>
</tr>
<tr>
<td></td>
<td>18.584</td>
<td>19.136</td>
</tr>
<tr>
<td></td>
<td>17.847</td>
<td>18.327</td>
</tr>
<tr>
<td>Additive Gaussian White Noise</td>
<td></td>
<td></td>
</tr>
<tr>
<td>σ² = 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>22.444</td>
<td>23.245</td>
</tr>
<tr>
<td></td>
<td>21.617</td>
<td>22.311</td>
</tr>
<tr>
<td></td>
<td>21.005</td>
<td>21.643</td>
</tr>
<tr>
<td></td>
<td>20.938</td>
<td>20.595</td>
</tr>
<tr>
<td></td>
<td>19.965</td>
<td>20.557</td>
</tr>
<tr>
<td></td>
<td>19.352</td>
<td>20.069</td>
</tr>
<tr>
<td></td>
<td>19.056</td>
<td>19.591</td>
</tr>
<tr>
<td></td>
<td>18.466</td>
<td>18.991</td>
</tr>
<tr>
<td></td>
<td>18.210</td>
<td>18.708</td>
</tr>
<tr>
<td>Image Rescaling</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ratio = 0.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>11.374</td>
<td>11.513</td>
</tr>
<tr>
<td></td>
<td>17.911</td>
<td>18.350</td>
</tr>
<tr>
<td></td>
<td>17.420</td>
<td>17.846</td>
</tr>
<tr>
<td></td>
<td>19.78</td>
<td>20.334</td>
</tr>
<tr>
<td></td>
<td>19.853</td>
<td>20.405</td>
</tr>
<tr>
<td></td>
<td>19.020</td>
<td>19.544</td>
</tr>
<tr>
<td></td>
<td>19.269</td>
<td>19.804</td>
</tr>
<tr>
<td></td>
<td>14.922</td>
<td>15.207</td>
</tr>
</tbody>
</table>

image restoration scheme is moderately robust to scaling especially when the scaling ratio is close to 1.

In order to verify the above results statistically, we also applied paired $t$-tests to the PSNR and SSIM values obtained in our experiments. The results with the $p$-values are shown in Table 2 where “H₀” means that the null hypothesis $M_{\text{later}} = M_{\text{former}}$ cannot be rejected at a significance level of 5% and “H₁” means that the null hypothesis is rejected in favour of the alternative hypothesis. According to the mean values shown in Table 1, we marked the two different cases of the alternative hypothesis as “H₁⁺” when the mean difference (the variable on the right minus the one on the left) is positive, and “H₁⁻” when the mean difference is negative. The data in Table 2 shows that the improvement of M2 over M1 is statistically significant for nearly all attacks we applied in our experiments except one SSIM result for JPEG QF=50 with a small $p$-value of 0.069. The performance difference between M3 and M1 is also statistically significant except one SSIM result for JPEG QF=50 and one PSNR result for rescaling with the scaling ratio of 0.9, and it is clear that M3 outperforms
Table 2: The results of t-test: the test decision at the 5% significance level and its p-value.

<table>
<thead>
<tr>
<th>JPEG Compression</th>
<th>M1 vs. M2</th>
<th>M1 vs. M3</th>
<th>M2 vs. M3</th>
</tr>
</thead>
<tbody>
<tr>
<td>QF = 100</td>
<td>PSNR</td>
<td>SSIM</td>
<td>PSNR</td>
</tr>
<tr>
<td>95</td>
<td>1.10 x 10^{-11}</td>
<td>1.17 x 10^{-08}</td>
<td>7.6 x 10^{-21}</td>
</tr>
<tr>
<td>90</td>
<td>1.4 x 10^{-14}</td>
<td>5.8 x 10^{-15}</td>
<td>8.2 x 10^{-22}</td>
</tr>
<tr>
<td>85</td>
<td>4.2 x 10^{-15}</td>
<td>1.3 x 10^{-16}</td>
<td>3.1 x 10^{-21}</td>
</tr>
<tr>
<td>80</td>
<td>2.4 x 10^{-24}</td>
<td>2.5 x 10^{-15}</td>
<td>1.2 x 10^{-24}</td>
</tr>
<tr>
<td>75</td>
<td>3.4 x 10^{-24}</td>
<td>6.0 x 10^{-12}</td>
<td>1.4 x 10^{-26}</td>
</tr>
<tr>
<td>70</td>
<td>1.1 x 10^{-19}</td>
<td>4.6 x 10^{-12}</td>
<td>1.5 x 10^{-12}</td>
</tr>
<tr>
<td>65</td>
<td>2.2 x 10^{-15}</td>
<td>1.0 x 10^{-06}</td>
<td>1.1 x 10^{-08}</td>
</tr>
<tr>
<td>60</td>
<td>3.7 x 10^{-14}</td>
<td>5.8 x 10^{-06}</td>
<td>1.3 x 10^{-03}</td>
</tr>
<tr>
<td>55</td>
<td>1.2 x 10^{-21}</td>
<td>3.7 x 10^{-14}</td>
<td>1.0 x 10^{-24}</td>
</tr>
<tr>
<td>50</td>
<td>4.4 x 10^{-11}</td>
<td>2.0 (0.069)</td>
<td>8.0 x 10^{-45}</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Additive Gaussian White Noise</th>
<th>M1 vs. M2</th>
<th>M1 vs. M3</th>
<th>M2 vs. M3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma^2 = 1$</td>
<td>PSNR</td>
<td>SSIM</td>
<td>PSNR</td>
</tr>
<tr>
<td>1</td>
<td>1.6 x 10^{-09}</td>
<td>6.8 x 10^{-13}</td>
<td>2.7 x 10^{-24}</td>
</tr>
<tr>
<td>2</td>
<td>4.6 x 10^{-22}</td>
<td>7.8 x 10^{-12}</td>
<td>1.5 x 10^{-05}</td>
</tr>
<tr>
<td>3</td>
<td>2.2 x 10^{-20}</td>
<td>1.7 x 10^{-08}</td>
<td>3.4 x 10^{-04}</td>
</tr>
<tr>
<td>4</td>
<td>2.4 x 10^{-28}</td>
<td>3.7 x 10^{-09}</td>
<td>7.8 x 10^{-06}</td>
</tr>
<tr>
<td>5</td>
<td>1.3 x 10^{-32}</td>
<td>1.2 x 10^{-08}</td>
<td>3.4 x 10^{-03}</td>
</tr>
<tr>
<td>6</td>
<td>2.1 x 10^{-32}</td>
<td>8.3 x 10^{-08}</td>
<td>5.7 x 10^{-27}</td>
</tr>
<tr>
<td>7</td>
<td>5.3 x 10^{-34}</td>
<td>1.6 x 10^{-08}</td>
<td>3.2 x 10^{-25}</td>
</tr>
<tr>
<td>8</td>
<td>1.1 x 10^{-36}</td>
<td>2.0 x 10^{-09}</td>
<td>7.6 x 10^{-26}</td>
</tr>
<tr>
<td>9</td>
<td>2.5 x 10^{-37}</td>
<td>2.9 x 10^{-08}</td>
<td>3.8 x 10^{-29}</td>
</tr>
<tr>
<td>10</td>
<td>3.4 x 10^{-37}</td>
<td>7.4 x 10^{-07}</td>
<td>9.1 x 10^{-36}</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Image Rescaling</th>
<th>M1 vs. M2</th>
<th>M1 vs. M3</th>
<th>M2 vs. M3</th>
</tr>
</thead>
<tbody>
<tr>
<td>ratio= 0.7</td>
<td>PSNR</td>
<td>SSIM</td>
<td>PSNR</td>
</tr>
<tr>
<td>0.7</td>
<td>1.2 x 10^{-08}</td>
<td>3.2 x 10^{-07}</td>
<td>2.0 x 10^{-09}</td>
</tr>
<tr>
<td>0.8</td>
<td>4.1 x 10^{-19}</td>
<td>6.1 x 10^{-15}</td>
<td>5.7 x 10^{-25}</td>
</tr>
<tr>
<td>0.9</td>
<td>1.3 x 10^{-04}</td>
<td>2.0 x 10^{-15}</td>
<td>H0 (0.24)</td>
</tr>
<tr>
<td>1.1</td>
<td>4.8 x 10^{-24}</td>
<td>6.5 x 10^{-15}</td>
<td>5.0 x 10^{-17}</td>
</tr>
<tr>
<td>1.2</td>
<td>5.7 x 10^{-24}</td>
<td>6.2 x 10^{-15}</td>
<td>3.1 x 10^{-17}</td>
</tr>
<tr>
<td>1.3</td>
<td>1.9 x 10^{-24}</td>
<td>7.5 x 10^{-15}</td>
<td>5.4 x 10^{-11}</td>
</tr>
<tr>
<td>1.4</td>
<td>1.8 x 10^{-24}</td>
<td>1.2 x 10^{-14}</td>
<td>1.3 x 10^{-12}</td>
</tr>
<tr>
<td>1.5</td>
<td>1.6 x 10^{-18}</td>
<td>7.0 x 10^{-12}</td>
<td>3.8 x 10^{-36}</td>
</tr>
</tbody>
</table>

M1 significantly for JPEG compression with QF from 100 down to 55, additive Gaussian white noise with variance from 1 to 10, and image rescaling with a ratio of 0.8 or between 1.1 and 1.5. When M3 and M2 are compared, the t-test results suggest that M3 outperforms M2 for a smaller parameter region for each type of attack and each quality metric. As a whole, the advantage of M3 over M1 and M2 decreases while the attack becomes stronger (in terms of distortion) and M2 performs slightly better than M3 (but statistically significantly) when the attack is sufficiently strong, which suggests that M3 and M2 can be used in different application scenarios depending on the expected level of attacks.

Since the recovered image quality in watermarking application depends on both the authentication rate and the accuracy of restoration watermarks, its value drops quickly when the watermarked images go through some image processing operations against which the underlying watermarking schemes are not robust. For instance, the watermarking system we used in this paper to demonstrate the proposed image restoration method is not designed to be robust against geometric distortions (rotation, scaling and translation (RST)) which can
be seen in Table 1 (the system fails when a too small or too large scaling factor is used). Despite this RST robustness issue, we would like to highlight that the main focus of this paper is the image restoration model which is actually watermarking independent even though it came from and can be applied to watermarking applications. To improve the whole watermarking system’s robustness against RST operations, one needs to switch to more advanced RST-resistant digital watermarking algorithms such as those proposed in [22, 23].

6. Conclusion and Future Work

This paper presents a novel image restoration method based on a linear optimization model. The performances of the optimization model was demonstrated by comparing with two other models when applied to a recently proposed self-restoration watermarking scheme [14]. Experimental results have shown that the proposed model outperforms similar models including the one in [8] and the original image restoration method used in [14].

In our future work, we will try to find a rigorous proof of the failure of the simpler optimization model (1) and the success of the proposed model (9). We plan to investigate if the model proposed in this paper can be further improved e.g. by further generalizing the smoothness criterion to be a weighted sum of the four adjacent pixel value differences. We will also investigate other types of structured side information to see if there is a better structure supporting an even more efficient image restoration model which can then be used to design a better self-restoration watermarking scheme. In addition, how to make the underlying watermarking system and thus the proposed image restoration model more robust against RST is another direction in future research.